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My research area is distributed systems. The fundamental challenge in distributed systems is to
coordinate the behavior of nodes which execute concurrently with limited information about each
other. For safety reasons concurrency needs to be tamed to prevent undesired executions, on the
other hand, for performance reasons, concurrency needs to be boosted to achieve efficiency.

My research focus is to develop principled, efficient, and resilient protocols for coordi-
nation in distributed systems. I have investigated distributed coordination in the context of
different application domains, including wireless sensor/actor networks, smartphone-based crowd-
sourced sensing, and most recently in the context of large scale coordination in cloud computing.

My approach to distributed coordination is rooted in principled invariant-based reasoning about
the correctness and fault-tolerance of systems, eschewing the case-by-case view considered by oper-
ational reasoning. I design protocols leveraging strong algorithmic bases/abstractions and employ
TLA+ modeling [1] to verify the correctness and fault-tolerance of these distributed protocols.
I then tailor and optimize these protocols for various environments by employing systems tech-
niques, considering the tradeoffs in the design space. The resulting protocols are elegant, coherent,
performant, and correct against corner cases, failed assumptions, concurrency, and failures.

To keep my work relevant and practical, I source my research questions from industry relevant
needs. My recent work on hybrid logical clocks has been adopted by several big distributed database
systems, including MongoDB, Couchbase, and CockroachDB. To keep in contact with the industry,
I spent a year at Microsoft Azure Cosmos DB on sabbatical, and learned about the challenges of
dealing with big data processing systems at extreme scale. I practice open research and disseminate
my results as well as my thought process to the practitioners in the field. My blog [2] has seen
more than 2 million pageviews, and has a substantial following both from industry and academia.

Next, I briefly summarize my current and past research projects. Each project description is
organized into problem, approach, and results sections.

1 Current research: Paxos Unpacked

Problem: Due to their excellent fault-tolerance and consistency benefits, Paxos protocols are
employed at the core of many distributed systems infrastructures. While there has been a lot of
work on Paxos, there is still a vast unexplored algorithm design space. A striking evidence of
this arrived in 2017 with the flexible quorum [3] breakthrough which came unanticipated almost
30 years after the Paxos protocol was first proposed. This further opened up the design space
for customizing Paxos to different environments and workloads, which is yet to be realized. We
argue that when properly tailored and optimized, Paxos family of protocols can deliver efficiency,
performance, and scalability at par with weakly consistent protocols, while providing a stable and
strong foundation to build services and applications on top.
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Approach: Scaling Paxos and making it practical and customizable involves many challenges
and require an assortment of distributed algorithmic tools and techniques. For scaling Paxos hor-
izontally, we investigate novel in-protocol sharding and reconfiguration strategies enabled by the
flexible quorums result. For scaling Paxos vertically, we alleviate the bottleneck at the leaders by
decoupling control from communication flow and by employing in-protocol aggregation optimiza-
tions. To provide consensus as a lightweight serverless primitive, we develop efficient single-instance
consensus as a systems primitive and showcase its use in applications. For improving the efficiency
of strongly-consistent read operations, we investigate novel quorum read techniques. As another
fundamental contribution, we show how to relax/detach the decades-old accidental coupling of lin-
earizability with Paxos/consensus protocols, by providing sharded, flexible, and finer granularity
variants of Paxos.

Expected contributions: The techniques developed for in-protocol sharding across leaders, al-
leviating the communication bottlenecks via in-protocol aggregation, and performing linearizable
reads from quorums will have broader applicability beyond Paxos protocols to other strong consis-
tency protocols. The systems primitives developed for realizing serverless consensus will also benefit
other coordination protocols. In order to accelerate technology transfer to academia and industry,
the techniques developed in this project will be showcased in the context of a globally distributed
database prototype, called FleetDB https://github.com/acharapko/fleetdb. FleetDB has the
potential to lead the way for integrating novel tailored Paxos protocols in replication operations
of distributed databases. We are collaborating with prominent distributed database teams in the
industry to make this happen. Finally, with the convergence of Byzantine fault-tolerant (BFT)
consensus protocols to Paxos like leader-to-all and all-to-all communication patterns (thanks to the
use of threshold certificates), we expect that our contributions in this project will be applicable for
distributed ledger and blockchain systems.

2 Synchrony-aware primitives for building highly auditable, scal-
able, available distributed systems (funded by NSF XPS 2015-2019)

Problem: Auditability is a key property for developing highly scalable and highly available
distributed systems; auditability enables identifying performance bottlenecks, dependencies among
events, and latent concurrency bugs. In turn, for the auditability of a system, time is a key concept.
However, there is a gap between the theory and the practice of distributed systems in terms of
the use of time. The theory of distributed systems shunned the notion of time and considered
asynchronous systems, whose event ordering is captured by logical clocks. The practical distributed
systems employed NTP synchronized clocks to capture time but did so in ad hoc undisciplined ways.

Approach: Our work focused on providing auditability by combining two key concepts: time and
causality. In particular, we prescribed hybrid logical clocks (HLC) [4,5] which offer the functionality
of logical clocks while keeping them close to physical clocks. HLC combines the theoretical under-
pinnings of causality and the practicality of physical clocks by identifying how logical clocks can be
improved and tuned based on the availability of NTP synchronization. The principle guiding HLC
design is “uncertainty resilience”. HLC is designed to be always wait-free/nonblocking and correct
(albeit with reduced efficiency) even when time synchronization has degraded or is not available.

Contributions: HLC clocks enabled highly auditable systems [6] since they can efficiently provide
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global consistent-state snapshots without needing to wait out clock synchronization uncertainties
and without requiring prior coordination. Our project found applications to cloud computing, dis-
tributed NewSQL databases, and globally distributed web services. Our HLC clocks have recently
been adopted by CockroachDB [7], an opensource clone of Google Spanner, MongoDB [8], and
Couchbase [9].

We also leveraged the auditability support provided by HLCs and designed and developed a moni-
toring service, Retroscope [10], that detects distributed system state corruptions. Retroscope’s cut
monitoring approach is complementary to the request tracing solutions, and brings a number of
advantages. First, by exposing the nonlocal state, Retroscope enables users to examine nonlocal
properties and invariants of distributed applications. Furthermore, by sifting through many past
nonlocal states, users can perform root-cause analysis and diagnose race conditions, nonlocal state
inconsistencies, and nonlocal invariant violations. To achieve a scalable implementation of Retro-
scope, we leveraged Apache Ignite for stream processing, computation, and storage. We arranged
the log ingestion way to minimize data movement and improve data locality and achieve maximal
parallelism when searching. The resultant publications from this project include [10–15]. All re-
search products, including publications, software, and source code are made available to the public
openly at https://cse.buffalo.edu/~demirbas/Auditable/.

3 Scalable coordination for wide-area distributed systems (funded

by NSF CSR 2015-2018)

Problem: Scalable coordination of concurrently executing tasks is a challenging open problem
for large-scale distributed systems. Especially with increasing demand for large-scale web-services
for e-commerce, social networking, and Internet of Things, the coordination of tasks over wide-area
(i.e., across clusters, across datacenters, and across Internet) has recently gained greater importance.
Traditional distributed coordination techniques fail to scale for wide-area networks to support these
new generation applications. Centralized coordination fails to scale with respect to the increased
distances in the wide-area, whereas decentralized coordination fails to scale with respect to the
number of nodes involved.

Approach: To achieve scalable coordination of distributed tasks over wide-area, we proposed a
novel hybrid design that avoids the shortcomings of both fully-centralized and fully-decentralized
solutions to coordination. Our approach was to shard Paxos variants with multileaders and build
migration policies for moving data according to access patterns among the leaders.

Contributions: The project developed a system for hierarchical coordination, called Wan-
Keeper [16]. WanKeeper provided wide-area optimized ZooKeeper deployment for distributed
metadata management. By adjusting to the locality of accesses, the top-level WanKeeper cluster
gives tokens/autonomy to the relevant leaf-level WanKeeper clusters. The performance of Wan-
Keeper was showcased in the context of a wide-area filesystem. To provide a protocol level, flexible,
and general solution, the project also developed WPaxos [17]. By using the flexible quorum result,
WPaxos showed how to apply in-Paxos sharding to multileaders over zones. The project also per-
formed an analytical and empirical dissection of Paxos performance and identified bottlenecks in
Paxos protocols. The resultant publications from this project include [16,18–22]. More information
can be found at https://cse.buffalo.edu/~demirbas/WanCoord/.
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4 Smartsourced sensing and collaboration (funded by Google Research

2010, NIH/NIEHS 2010-2012, NSF CRI 2012-2015)

Problem: Although smartphones showed a lot of promise for solving the large-scale sensing
problem and fulfilling the ubiquitous computing vision of pervasive collaboration, they fall short
of their potentials. Consider DARPA’s 2009 network grand challenge on accurately finding 10 red
weather balloons deployed at arbitrary locations of the US. The winning team managed to solve
the challenge in 9 hours, but the team had to prepare, campaign, and publicize aggressively for
a month, and employed a multilevel incentive structure that distributed the $40K prize money
among participants. To achieve full potential of smartphone based sensing and collaboration, a
platform is needed to enable development of smartsourcing apps that solve similar collaboration
and coordination problems without requiring month-long campaigns and $40K awards.

Approach: We believe that the reason current apps fail to solve problems like 10 red balloons is the
lack of a platform to utilize smartphones for collaboration and coordination. In contrast, providing
a platform for publish/subscribe and tasking of these devices would enable any smartphone to
utilize the data published by other smartphones in a region and to task other smartphones in the
region to acquire new data if needed. In order to utilize smartphones for solving collaboration and
coordination problems, we proposed an open publish-subscribe middleware at the cloud backend,
Eywa, which enables smartphones to benefit from data collected by other smartphones and Internet
of Things (IoT).

Contributions: In our early work we employed Twitter as a primitive publish-subscribe mid-
dleware and developed a crowdsourced weather radar [23] and citywide sensing applications over
Twitter [24–26]. To improve the success rate of location-based services, we built a system [27] that
categorizes Twitter users based on their familiarity to location types in Foursquare and uses this
information to forward more relevant queries to the users.

Our work on mobile user profiling [28–35] aimed to improve the efficiency of our smartsourced
sensing system. As a limited scope demonstration of the Eywa vision, we employed the localization
capabilities on the smartphones and leveraged on the computational power provided by cloud servers
in order to estimate and forecast the wait times at coffee shops; our system, LineKing, became the
first crowdsourced line wait-time estimation service [36].

Since aggregating responses from a crowd is a challenge for the Eywa platform, we investigated
multiple-choice question answering (MCQA) [37–40]. To this end, we designed a gamified experi-
ment. We developed an Android app to let the crowd answer questions with their smartphones as
they watch the Who Wants To Be A Millionaire (WWTBAM) quiz show on a Turkish TV channel.
Our WWTBAM app has been downloaded and installed more than 300,000 times and has enabled
us to collect more than 3 GB of MCQA data (2000 live quiz-show questions and more than 200,000
answers) over a period of 9 months. We developed novel MCQA aggregation algorithms to improve
the accuracy of answers to more than 90% even for the cases where majority voting resulted in 40%
accuracy [37–39].
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5 Efficient and resilient querying and tracking services for WSNs
(funded by Office of Naval Research 2009-2012)

Problem: The goal of an in-network querying service in WSNs is to answer spatial queries, such
as “What is the location of the nearest enemy tank to my coordinates?”. To answer such queries,
querying and tracking services require continuous maintenance of distributed data structures (trees,
paths, and clusters) over a large number of nodes. In order to achieve scalability, only the relevant
WSN nodes should be involved in the execution of the query. That is, these services should
implement local operations over these global structures. Locality is also needed in handling of the
faults. In the absence of a local healing mechanism, faults/inconsistencies in one part of the system
may contaminate the entire system and hence may result in a high-cost, system-wide correction.

Approach: Our approach in achieving locality and scalability of WSN services is to exploit
geometric ideas and techniques while devising distributed algorithms. In contrast to Internet, where
the topology is logical and arbitrary graph models are used, WSNs are deployed in physical spaces
and the use of geometric networks are warranted for modeling WSNs. We find that when the
problem domain is constrained to geometric networks it is possible to devise simpler and more
efficient algorithms than those designed for arbitrary graph topologies. Especially for reasoning
about locality of solutions in WSN (where communication cost is the biggest constraint on design)
geometric methods are a good fit. Furthermore, by exploiting the geometry of the network, we
propose efficient fault-containment techniques to enable locality in handling of faults.

Contributions: For in-network querying, we proposed a distributed quad-tree (DQT) struc-
ture [41] that exploits node localization information to achieve local construction without requiring
any communication. DQT achieved a querying cost of 2

√
2 ∗ d, and, due to its minimalist infras-

tructure and stateless nature, it showed graceful resilience to the face of failures. In Glance [42],
we improved on our earlier results. Our main insight was to use the basestation node in an oppor-
tunistic manner for answering of some in-network queries, and show that in-network advertisements
can safely ignore a majority of directions/regions and focus their advertisement to a small cone
to be able to satisfy a given distance-sensitivity requirement. As a result, Glance ensures that
a query invoked within d distance of an event intercepts the event’s advertisement within d ∗ s
distance, where s is a “stretch-factor” tunable by the user. For tracking in WSNs, in Stalk [43],
we employed hierarchical partitioning to maintain a locally-healing tracking structure over a small
number of nodes and with accuracy proportional to the distance from the evader. In Trail [44],
we presented a tracking protocol that achieves the same linear costs for find and update without
requiring a hierarchical partitioning of the network. We also applied our geometric ideas to devise
energy-efficient low-latency data collection mechanisms for WSNs using network-controlled mobile
basestations [45–47].

6 An in-network collaboration and coordination framework for
wireless sensor/actor networks (funded by NSF-CAREER 2008-2013)

Problem: As WSNs get increasingly more integrated with actuation capabilities, consistency and
timeliness guarantees become significant issues. However, in the presence of unreliable communi-
cation channels—as is the case in WSNs— even the most basic consensus problem of getting nodes
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agree on a binary decision is unsolvable (due to the well-known Coordinated Attack impossibility
result). Therefore, effectively managing concurrent execution ranks as one of the biggest challenges
for future wireless sensor-actor networks (WSANs).

Approach: Our key insight in this project is to observe that singlehop wireless broadcast has
many useful features for facilitating collaboration and coordination. Firstly, broadcasting is atomic
(i.e., for all the recipients of a broadcast, the reception occurs simultaneously), which is useful
for synchronizing the nodes in singlehop for building a structured operation. Secondly, broadcast
messages share the same medium enabling collision detection and snooping, which are useful for
implementing collaboration and coordination in a decentralized manner. Leveraging these proper-
ties, we developed a framework that provides simple programming abstractions to cope with the
consistent coordination challenges of WSANs while retaining efficiency of execution. Our frame-
work consists of two components: (1) a singlehop communication primitive for fast robust feedback
collection, and (2) a transactional abstraction for robust computing in WSANs.

Contributions: In [48] we have shown, for the first time, that it is possible to solve consensus
efficiently in WSNs using a novel receiver-side collision detection (RCD) technique. The idea here
was to provide a dedicated round for communicating negative feedback, and hence conveying in-
formation even when the negative feedback messages collide. While the transmitter cannot detect
collisions in WSNs, there is no barrier against the RCD. In our algorithm, a collision detected in
the veto round indicates the existence of at least one veto message and that the consensus should
be deferred for a later round. We have also given a classification of RCD with respect to its com-
pleteness (ability to detect collisions) and accuracy (ability to avoid false positives) and identified
the lower-bounds for solving consensus for each class. We developed reliable implementations and
quantitative evaluations of RCD on TinyOS and mote platforms in [49]. Using RCD, we built a
primitive “pollcast” for quick and robust singlehop feedback collection from a singlehop neighbor-
hood. We have analyzed the theoretical lowerbounds and upperbounds associated with querying
with pollcast in [50]. In [51], we developed and showcased applications of RCD for singlehop col-
laboration protocols in WSNs, including a quick and robust threshold querying primitive tcast. We
also applied these principles to the reliable broadcast problem in [52,53], which is another relevant
and significant problem for single-hop communication. Our receiver-side collision detection
technique has been adopted by several WSN MAC layers since then.

As complementary to the singlehop communication primitive for fast robust feedback collection,
we designed and developed the Transact framework [54, 55] which provides an efficient and
lightweight implementation of a transaction primitive in a distributed manner by exploiting the
properties of broadcast communication inherent in WSANs. A major contribution of Transact
is to simplify the reasoning and verification of a distributed WSANs program. Building blocks
for process control and coordination programs (such as, leader election, mutual exclusion, cluster
construction, neighborhood discovery, recovery actions, and consensus) are easy to denote using
Transact.
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