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A further development of a computer program (ELIZA) 
capable of conversing in natural language is discussed. The 
importance of context to both human and machine understand- 
ing is stressed. It is argued that the adequacy of the level of 
understanding achieved in a particular conversation depends 
on the purpose of that conversation, and that absolute under- 
standing on the part of either humans or machines is impossible. 

We are here concerned with the recognition of semantic 
patterns in text. 

I compose my sentences and paragraphs in the belief 
that  I shall be understood--perhaps even that  what I 
write here will prove persuasive. For this faith to be at all 
meaningful, I must hypothesize at least one reader other 
than myself. I speak of understanding. What  I must  sup- 
pose is clearly that  my reader will recognize patterns in 
these sentences and, on the basis of this recognition, be 
able to recreate my present thought for himself. Notice the 
very structure of the word "recognize," tha t  is, know 
again! I also use the word "recreate." This suggests tha t  
the reader is an active participant in the two-person com- 
munication. He brings something of himself to it. His 
understanding is a function of tha t  something as well as of 
what is written here. I will return to this point later. 

Much of the motivation for the work discussed here 
derives from at tempts to program a computer to under- 
stand what a human might say to it. Lest it be misunder- 
stood, let me state right away that  the input to the com- 
puter is in the form of typewrit ten messages--certainly not 
human speech. This restriction has the effect of establish- 
ing a narrower channel of communication than that  avail- 
able to humans in face-to-face conversations. In the latter, 
many ideas tha t  potentially aid understanding are com- 
municated by gestures, intonations, pauses, and so on. All 
of these are unavailable to readers of te legrams--be they 
computers or humans. 

Work reported herein was supported (in part) by Project MAC, an 
MIT research program sponsored by the Advanced Research 
Projects Agency, Department of Defense, un:ler Olfee of Naval 
Research Contract Number Nonr-4102(01). 

Further,  what I wish to report here should not be con- 
fused with what is generally called content analysis. In  the 
present situation we are concerned with the fragments of 
natural  language that  occur in conversations, not with 
complete texts. Consequently, we cannot rely on the texts 
we are analyzing to be grammatically complete or correct. 
Hence, no theory that  depends on parsing of presumably 
well-formed sentences can be of much help. We must de- 
pend on heuristics and other such impure devices instead. 

The first program to which I wish to call at tention is a 
particular member of a family of programs which has 
come to be known as DOCTOR. The family name of 
these programs is ELIZA. This name was chosen because 
these programs, like the Eliza of Pygmalion fame, can 
be taught to speak increasingly well. DOCTOR causes 
ELIZA to respond roughly as would certain psychothera- 
pists (Rogerians). ELIZA performs best when its human 
correspondent is initially instructed to " ta lk"  to it, via 
the typewriter,  of course, just as one would to a psychia- 
trist. 

I chose this mode of conversation bec~mse the psychiatric 
interview is one of the few examples of categorized dyadic 
natural language communication in which one of the 
participating pair is free to assume the pose of knowing 
almost nothing of the real world. If, for example, one 
were to tell a psychiatrist "I  went for a boat ride" and he 
responded "Tell  me about boats," one would not assume 
that  he knew nothing about  boats, but  tha t  he had some 
purpose in so directing the subsequent conversation. I t  is 
important  to note tha t  this assumption is one made by the 
speaker. Whether  it is realistic or not is an altogether 
separate question. In any case, it has a crucial 
psychological utility in tha t  it serves the speaker to main- 
rain his sense of being heard and understood. The speaker 
further defends his impression (which even in real life may 
be illusory) by attributing to his conversational partner  
all sorts of background knowledge, insights and reasoning 
ability. But  again, these are the speaker's contribution to 
the conversation. They manifest themselves inferentially in 
the interpretations he makes of the offered responses. From 
the purely technical programming point of view, the 
psychiatric interview has the advantage that  it eliminates 
the need for storing explicit information about the real 
world. 

The human speaker will contribute much to clothe 
ELIZA's  responses in vestments of plausibility. However, 
he will not defend his illusion (that he is being understood) 
against all odds. In human conversation a speaker will 

474 C o m m u n i c a t i o n s  o f  t h e  ACM V o l u m e  l0  / Number  8 / August ,  1967 



make certain (perhaps generous) assumptions about his 
conversational partner. As long as it remains possible to 
interpret the latter's responses to be consistent with those 
assumptions, the speaker's image of his partner remains 
undamaged. Responses which are difficult to so interpret 
may well result in an enhancement of the image of the 
partner, by  additional rationalizations which then make 
more complicated interpretations of his responses reason- 
able. When, however, such rationalizations become too 
massive and even self-contradictory, the entire image may 
crumble and be replaced by another ("He is not, after all, 
as smart as I thought  he was".) When the conversational 
partner is a machine (the distinction between machine 
and program is not useful here), the idea of credibility 
may well be substituted for tha t  of plausibility in the 
above. 

"When in conversation with ELIZA, the user types in 
some statement or set of statements in natural language 
using normal punctuation and sentence structures, m "The 
user's statement is terminated by a double carriage return 
which serves to turn control over to ELIZA. ELIZA then 
analyzes the user's statement and generates some response 
which it types out. Control is then again with the user. 

"A typical conversation is the following: 

Men are all alike. 
IN WHAT WAY 
TheyWre always bugging us about something or other. 
CAN YOU THINK OF A SPECIFIC EXAMPLE 
Well, my boyfriend made me come here. 
YOUR BOYFRIEND MADE YOU COME HERE 
HE says IVm depressed much of the time. 
I AM SORRY TO HEAR YOU ARE DEPRESSED 
Iris true. I am unhappy. 
DO YOU THINK COMING HERE WILL HELP YOU NOT TO 

BE UNHAPPY 
I need some help, that much seems certain. 
WHAT WOULD IT MEAN TO YOU IF YOU GOT SOME HELP 
Perhaps I could learn to get along with my mother. 
TELL ME MORE ABOUT YOUR FAMILY 
My mother takes care of me. 
WHO ELSE IN YOUR FAMILY TAKES CARE OF YOU 
My father. 
YOUR FATHER 
WHAT RESEMBLANCE DO YOU SEE 
You are not very aggressive but I think you donTt want me to 

notice that. 
WHAT MAKES YOU THINK I AM NOT VERY AGGRESSIVE 
You donut argue with me. 
WHY DO YOU THINK I DONWT ARGUE WITH YOU 
You are afraid of me. 
DOES IT PLEASE YOU TO BELIEVE I AM AFRAID OF YOU 
My father is afraid of everybody. 
WHAT ELSE COMES TO MIND WHEN YOU THINK OF 

YOUR FATHEI~ 
Bullies. 
DOES THAT HAVE ANYTHING TO DO WITH THE FACT 

THAT YOUR BOYFRIEND MADE YOU COME HERE 

"The capitalized lines are the machine responses. 
I described the original ELIZA program in some detail in 

[6]. For the present it is sufficient to recall that  ELIZA's  
conversational powers are governed by a script. A script 
consists of a set of key words and key phrases each of which 

is associated with a set of so-called decomposition and 
reassembly rules. A decomposition rule is a data structure 
which searches a text for specified patterns, and, if such 
patterns are found, decomposes the text into disjoint 
constituents. A reassembly rule is a specification for the 
construction of a new text by means of recombinations of 
old and possible addition of new constituents. From one 
point of view, an ELIZA script is a program and ELIZA 
itself an interpreter. From another perspective, ELIZA 
appears as an actor who must depend on a script for his 
lines. The script determines the contextual framework 
within which ELIZA may be expected to converse 
plausibly. 

"The gross procedure of the program is quite simple; the 
text is read and inspected for the presence of a key word. 
If such a word is found, the sentence is transformed ac- 
cording to a rule associated with the key word; if not, a 
content-free remark or, under certain conditions, an earlier 
transformation is retrieved. A rule-cycling mechanism 
delays repetition of responses to identical keys as long as 
possible. The text so computed or retrieved is then printed 
OUt. ''I 

One of the principle aims of the DOCTOR program is to 
keep the conversation going--even at the price of having 
to conceal any misunderstandings on its own part. We 
shall see how more ambitious objectives are realized sub- 
sequently. In the meanwhile, the above discussion already 
provides a framework within which a number of useful 
points may be illuminated. 

By far the most important of these relates to the crucial 
role context plays in all conversations. The subject who is 
about to engage in his first conversation with the 
DOCTOR is told to put himself in a role-playing frame of 
mind. He is to imagine that he has some problem of the 
kind one might normally discuss with a psychiatrist, to 
pretend he is actually conversing with a psychiatrist, and 
under no circumstances to deviate from that role. While 
some of the responses produced by the program are not 
very spectacular even when the subject follows his instruc- 
tions, it is remarkable how quickly they deteriorate when 
he leaves his role. In  this respect, the program mirrors life. 
Real two-person conversations also degenerate when the 
contextual assumptions one participant is making with 
respect to his partner's statements cease to be valid. This 
phenomenon is, for example, the basis on which many 
comedies of error are built. 

These remarks are about the global context in which the 
conversation takes place. No understanding is possible in 
the absence of an established global context. To be sure, 
strangers do meet, converse, and immediately understand 
one another (or at least believe they do). But  they operate 

1 The cooperation of the editors of the Communications o] the ACM 
in permitting the extensive quotations from the paper "ELIZA," 
Vol. 9, No. 1, January, 1966, by the author is hereby gratefully 
acknowledged. 
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in a shared culture--provided partially by the very lan- 
guage they speak--and,  under any but  the most trivial 
circumstances, engage in a kind of hunting behavior which 
has as its object the creation of a contextual framework. 
Conversation flows smoothly only after these preliminaries 
are completed. The situation is no different with respect to 
visual pattern reeognition--a visual pattern may appear 
utterly senseless until a context within which it may be 
recognized (known again, i.e., understood) is provided. 
Very often, of course, a solitary observer arrives at an 
appropriate context by forming and testing a number of 
hypotheses. He may later discover that  the pattern he 
"recognized" was not the one he was intended to "see," 
i.e., that  he hypothesized the "wrong" context. He may 
see the "correct"  pat tern when given the "correct" context. 
I t  doesn't mean much to say that  the pattern "is" such and 
such. We might, for example, find a string of Chinese 
characters beautiful as long as we don' t  know what they 
spell. This, an apparent impoverishment, i.e., really a 
broadening, of context will enhance the esthetic appeal of a 
pattern. Similarly, many people think anything said in 
French is charming and romantic precisely because they 
don' t  understand the language. 

In real conversations, global context assigns meaning to 
what is being said in only the most general way. The con- 
versation proceeds by establishing subeontexts, sub-sub- 
contexts within these, and so on. I t  generates and, so to 
speak, traverses a contextual tree. Beginning with the 
topmost or initial node, a new node representing a sub- 
context is generated, and from this one a new node still, 
and so on to many levels. Occasionally the currently regnant 
node is abandoned--i.e.,  the conversation ascends to a 
previously established node, perhaps skipping many inter- 
mediate ones in the process. New branches are established 
and old ones abandoned. I t  is my conjecture that  an analy- 
sis of the pat tern traced by a given conversation through 
such a directed graph may yield a measure of what one 
might call the consequential richness of the conversation. 
Cocktail par ty  chatter, for example, has a rather straight 
line character. Context is constantly being changed-- there  
is considerable chaining of nodes- -but  there is hardly any 
reversM of direction along already established structure. 
The conversation is inconsequential in tha t  nothing being 
said has any effect on any questions raised on a higher 
level. Contrast  this with a discussion between, say, two 
physicists trying to come to understand the results of some 
experiment. Their  conversation tree would be not only deep 
but  broad as well, i.e., they would ascend to an earlier 
contextual level in order to generate new nodes from there. 
The signM that  their conversation terminated successfully 
might well be that  they ascended (back to) the original 
node, i.e., that  they are again talking about what they 
started to discuss. 

For an individual the analog of a conversation tree is 
what the social psychologist Abelson calls a belief structure. 
In some areas of the individuM's intellectual life, this 
structure may be highly logically organized--at  least up to 

a point; for example, in the area of his own profession. In 
more emotionally loaded areas, the structure may be very 
loosely organized and even contain many contradictions. 
When a person enters a conversation he brings his belief 
structures with him as a kind of agenda. 

A person's belief structure is a product of his entire life 
experience. All people have some common formative ex- 
periences, e.g., they were all born of mothers. There is 
consequently some basis of understanding between any 
two humans simply because they are human. But,  even 
humans living in the same culture will have difficulty in 
understanding one another where their respective lives 
differed radically. Since, in the last analysis, each of our 
lives is unique, there is a limit to what we can bring another 
person to understand. There is an ultimate privacy about 
each of us that  absolutely precludes full communication of 
any of our ideas to the universe outside ourselves and 
which thus isolates each one of us from every other noetic 
object in the world. 

There can be no total  understanding and no absolutely 
reliable test of understanding. 

To know with certainty that  a person understood what 
has been said to him is to perceive his entire belief structure 
and that is equivalent to sharing his entire life experience. 
I t  is precisely barriers of this kind that  artists, especially 
poets, struggle against. 

This issue must be confronted if there is to be any agree- 
ment  as to what  machine "understanding" might mean. 
What  the above argument is intended to make clear is that  
it is too much to insist tha t  a machine understands a 
sentence (or a symphony or a poem) only if tha t  sentence 
invokes the same imagery in the machine as was present in 
the speaker of the sentence at the time he uttered it. For by 
that  criterion no human understands any other human. 
Yet, we agree that  humans do understand one another to 
within acceptable tolerances. The operative word is "accept- 
able" for it implies purpose. When, therefore, we speak of a 
machine understanding, we must mean understanding as 
limited by some objective. He who asserts that  there are 
certain ideas no machines will ever understand can mean at 
most tha t  the machine will not understand these ideas 
tolerably well because they relate to objectives tha t  are, in 
his judgement, inappropriate with respect to machines. 
Of course, the machine can still deal with such ideas sym- 
bolically, i.e., in ways which are reflections--however 
pale--of  the ways organisms for which such objectives are 
appropriate deal with them. In such eases the machine is no 
more handicapped than I am, being a man, in trying to 
understand, say, female jealousy. 

A two-person conversation may be said to click along as 
long as both participants keep discovering (in the sense of 
uncovering) identical nodes in their respective belief struc- 
tures. Under such circumstances the conversation tree is 
merely a set of linearly connected nodes corresponding to 
the commonly held parts of the participants'  belief struc- 
tures. If such a conversation is interesting to either partic- 
ipant, it is probably because the part  of the belief structure 
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being made explicit has not been consciously verbalized 
before, or has never before been at tached to the higher level 
node to which it is then coupled in tha t  conversation, i.e., 
seen in tha t  context, or because of the implicit support  it is 
getting by being found to coexist in someone else. 

Backtracking over the conversation tree takes place 
when a new context is introduced and an a t t empt  is made 
to integrate it into the ongoing conversation, or when a new 
connection between the present and a previous context is 
suggested. In  either case, there is a need to reorganize the 
conversation tree. Clearly the kind of psychotherapist  
initiated by  the D O C T O R  program restricts himself to 
~)ointing out new connectivity opportunities to his patients. 
I suppose his hope is tha t  any reorganization of the con- 
versation tree generated in the therapy session will ulti- 
mate ly  reflect itself in corresponding modifications of his 
patients '  belief structures. 

I now turn  back to the program reproduced earlier. I 
hope the reader found the conversation quoted there to be 
smooth and natural.  I f  he did, he has gone a long way 
toward verifying what  I said earlier about  the investment  
a human  will make  in a conversation. Any continuity the 
reader may  have perceived in tha t  dialogue--excepting 
only the last machine response--is  entirely illusionary. A 
careful analysis will reveal tha t  each machine response is a 
response to the just previous subject input. Again with the 
exception of the last sentence, the above quoted conversa- 
tion has no subcontextual structure at  all. Nor  does the 
description of the program given in [6] give any clues as to 
how subcontexts might be recognized or established or 
maintained by the machine. 

To get at  the subcontext issue, I want  to restate the 
overall s trategy in terms somewhat different from those 
used above. We m a y  think of the E L I Z A  script as estab- 
lishing the global context in which subsequent conversa- 
tions will be played out. The D O C T O R  script establishes 
the Rogerian psychiatric context. The key word listings are 
guesses about  what  significant words might  appear  in the 
subject 's  utterances. The  appearance of any of these words 
in an actual input tentat ively directs the system's  at tent ion 
to decomposition rules associated with the identified word. 
These rules are hypotheses about  what  an input containing 
such words might mean. An impor tant  property of the 
system is tha t  just as the entire set of key words need not 
be searched in the analysis of every input sentence, neither 
does the whole list of hypotheses about  what  any input  
might mean have to be tested in order to generate a re~ 
sponse to a specific sentence. Should the set of hypotheses 
associated with the currently regnant key word be ex- 
hausted without success, there is a way (although not here 
described) to go to decomposition rules associated with 
lower ranking key words tha t  m a y  have appeared in the 
input string. 

Much is known about  an input sentence once it matches 
a decomposition rule. If, for example, the rule 

(O MY ( / F A M I L Y )  D R I N K S  O) 

matches a sentence, then we know tha t  the subject mat te r  
is a family member,  and tha t  this person drinks. (The 
notation " ( / A  B C)"  means tha t  in tha t  position a word 
" tagged" with any of the symbols A or B or C is looked 
for. Words are tagged as par t  of the script. This mechanism 
is not further discussed here.) A reassembly rule can sub- 
sequently identify the family member  in question, e.g., 
father. The successful matching of a decomposition ru l e - -  
hence, the verification of a hypothesis-- is  therefore an 
opportuni ty  not only to generate a plausible response but  
also to establish a subcontextual node. The laying down of 
such a node does not mean merely remembering what  is 
now being talked about, but  what  is more important ,  
making hypotheses about  what  is likely to be said next 
within the new contextual framework. 

The realization of such a mechanism in an E L I Z A  
script involves at taching a substructure to decomposition 
rules which says, in effect, tha t  if a so modified decomposi- 
tion rule matches an input sentence and a suitable sub- 
context exists, then control is transferred to a set of de- 
composition and reassembly rules appropriate  to tha t  
subcontext. The details of mechanization are not impor tant  
here. I will, however, show its effect by  exhibiting the 
following conversational fragment  from the D O C T O R  
program: 

Because you are so stubborn. 
IS THAT THE REAL REASON 
Maybe 
WHAT IS A BETTER REASON THEN 
My stomach hurts. 
TELL ME ABOUT YOUR PAINS IN GENERAL 
My head bothers me, too. 
YOU SEE SOME PSYCHOLOGICAL REASON WHY YOUR 

HEAD SHOULD PAIN YOU 
Maybe. 
YOU THINK COMING HERE MIGHT HELP ALLEVIATE 

YOUR HEAD PAIN 
Certainly. 
LET'S TALK ABOUT YOUR FEELINGS WHEN YOU THINK 

OF YOUR HEAD AND ITS PAINS 

We are here in the middle of a dialog. The first sentence 
is an input to the program, the next a machine response, 
and so on in alternation. 

The word "because" was the key tha t  triggered the first 
machine response. At the same t ime the reason subcontext, 
so to speak, was established. Notice tha t  the next subject 
input, i.e., the word "maybe" ,  was interpreted as meaning 
"no," as is appropriate  in tha t  particular context, and tha t  
a contextually correct machine response was produced. 
The next input  serves to establish a "hu r t "  subcontext. I 
believe the conversation is self-explanatory from tha t  
point on. Notice, however, tha t  in the new subcontext the 
word " m a y b e "  which was earlier interpreted to mean 
"no" is now seen as meaning "yes."  Under still other 
circumstances it would be understood as indicating un- 
certainty. 

M y  secretary watched me work on this program over a 
long period of time. One day she asked to be permit ted to 
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talk with the system. Of course, she knew she was talking 
to a machine. Yet, after I watched her type  in a few sen- 
tences she turned to me and said "Would you mind leaving 
the room, please?" I believe this anecdote testifies to the 
success with which the program maintains the illusion of 
understanding. However, it does so, as I ' ve  already said, at 
the price of concealing its own misunderstandings. We all 
do this now and then, perhaps in the service of politeness 
or for other reasons. But  we cannot afford to elevate this 
occasional tactic to a universal strategy. Thus, while the 
D O C T O R  program may  be useful as an instrument  for the 
analysis of two-person conversations, and while it is cer- 
tainly fun, its aim must  be changed from tha t  of conceal- 
ment  of misunderstanding to its explication. 

Another difficulty with the system currently under dis- 
cussion is tha t  it can do very little other than  generate 
plausible responses. To be sure, there are facilities for 
keeping and testing various tallies as well as other such 
relatively primitive devices, but  the system can do no 
generalized computat ion in either the logical or numerical 
sense. In  order to meet  this and other deficiencies of the 
original E L I Z A  system, I wrote a new program, also called 
ELIZA,  which has now replaced its ancestor. 

The E L I Z A  differs from the old one in two main respects. 
First, it contains an evaluator capable of accepting expres- 
sions (programs) of unlimited complexity and evaluating 
(executing) them. I t  is, of course, also capable of storing 
the results of such evaluations for subsequent retrieval and 
use. Secondly, the idea of the script has been generalized so 
tha t  now it is possible for the program to contain three 
different scripts sinmltaneously and to fetch new scripts 
from among an unlimited supply stored on a disk storage 
unit, intercomnmnication among coexisting scripts is also 
possible. 

The major  reason for wishing to have several scripts 
available in the core (i.e., high speed) memory  of the com- 
puter derives from the arguments about  contexts I made 
above. The script defines, so to speak, a global context 
within which all of the subsegment conversation is to be 
understood. We have seen tha t  it is possible for a single 
script to establish and maintain subcontexts. But  what  is a 
subcontext from one point of view is a major  (not to say 
global) one as seen from another perspective. For example, 
a conversation may  have as its overall f ramework the 
health of one of the participants but  spend much t ime 
under the heading of s tomach disorders and headache 
remedies. 

In  principle one large, monolithic E L I Z A  script could 
deal with this. However, such a script would be very long 
and extremely difficult to modify and maintain. Besides, 
long exposure to computer  programming should at least 
instill a healthy respect for subroutines, their power and 
utility. In  the new E L I Z A  system scripts are in fact very 
much like subroutines. One script plays the role of the 
so-called "main  program,"  i.e., it is the one far  calling in 
and replacing subscripts. This is the one which, in an 
important  sense, governs the computer ' s  role in the con- 
versation. Such a script may,  for example, play the role of 

an initial interviewer in a hospital, i.e., a person who knows 
just enough about  the field of medicine and the organiza- 
tion of the hospital to be able to detern~ine, by  means of 
appropriate  questions, to whom the incoming pat ient  is to 
be directed. A more highly specialized script then plays the 
role of tha t  person. I t  may  call on still further levels of 
scr ip ts - -and each script, except for the "ma in"  one, can 
return the issue up one or more levels with information 
"explaining" tha t  action. 

We saw earlier how the word " m a y b e "  was differentially 
interpreted in what  might  be called different micro con- 
texts. The hierarchy of scripts now under discussion makes 
much more nearly global contextual distinctions possible. 
For  example, the word " tone"  probably means muscle tone 
to the internist but  audio tone to the ear specialist. The 
occurrence of tha t  word as a key word would establish an 
entirely different contextual mode, or call in a different 
subscript, depending on whether it was identified in an 
internist or an ear special!st script. 

Of course, another important  advantage of this kind of 
subscripting is tha t  scripts (sub or otherwise) can presum- 
ably be writ ten by  specialists in a very narrow field. The 
fact tha t  scripts now tend to be rather  short means tha t  a 
specialist might  actually find the t ime to produce one as 
par t  of a larger cooperative effort. 

The conversations reproduced below were governed by  a 
script in the new E L I Z A  system. This script was designed 
to illustrate the power of the evaluator to which E L I Z A  
has access. The key word and other such mechanisms are 
not  very  different f rom those described above. The im- 
por tant  departure is tha t  expressions can be turned over to 
the evaluator, evaluated, and the results displayed and 
stored. 

The area of a circle is pi times the radius of the circle squared. 
The area of a sphere is pi times the diameter of the sphere squared. 
The area of a square is the side of the square squared. 
The diameter of an object is twice the radius of the object. 

The radius of a ball is 10. 
What is the area oi the ball. 
THE ASSUMPTION THAT BALL IS CIRCLE IS CONSIST- 

ENT--SHALL I GO ON? no 
THE ASSUMPTION THAT BALL IS SPHERE AND OBJECT 

IS CONSISTENT--SHALL I GO ON? yes 
ITwS 1256.6359 

What is the diameter of the ball. 
ITIS 20 

The radius of a dish is 10. 
What Ts the area of the dish. 
THE ASSUMPTION THAT DISH IS CIRCLE IS CONSIST- 

ENT--SHALL I GO ON? yes 
ITIS 314.15899 

The radius of a globe is 10. 
A globe is a sphere. A sphere is an object. 
What is the area of the globe. 
ITTS 1256.6359 

The side of a plate is 10. 
What is the area of the plate. 

THE ASSUMPTION THAT PLATE IS SQUARE IS CONSIST- 
ENT--SHALL I GO ON? yes 
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ITIS 100 
When I say board I mean  plate.  
Wha t  is 3 t imes  the side of the board. 

ItWs 30. 

Please call t h a t  x. 
Le t  f(z) be z squared  minus  z. 
Compute  f(x). 

I t ls  870. 
When I say  ich sage I mean  I say.  
When  ieh sage meine ich I mean  I mean.  
Wenn ich sage wieviel is t  meine ich wha t  is. 
Wenn ich sage quadra t  meine ich squared.  
Nun,  sagen sie mir  bi t te ,  wieviel is x quadra t .  

I DIDNTT U N D E R S T A N D  YOU. 

Ja, t u t  mir  leid, ieh sollte fragen wieviel IST x quadra t .  

IT 'S  900. 

T h a n k  you. 

YOUIRE Q U I T E  WELCOME,  COME AGAIN 

The particular example shown here is one in which the 
system is asked not  merely to entertain but  to perform 
some useful service. The script is one which establishes a 
context in which a few terms can be interpreted as giving 
directions about the evaluation of certain expressions. The 
number of keys which actually lead to decomposition rules 
is very small. They are as follows: 

I mean  
Is (* a an) 
Of (* a an the) 
Wha t  (* the is) 
Where 
Call 
Le t  
Define 
Compute 

Also 
T h a n k s  

(A key of the form "Is (* a an)" will match either "Is a" 
or "Is an".) In addition, there are 1 /subst i tu t ion keys like 
"Twice = 2 . ' .  The effect of that  particular one is to 
substitute the symbols "2*" whereever the word "twice" 
appeared in the input text. Of course, the evaluator sitting 
behind ELIZA, so to speak, recognizes words like "SQRT" ,  
"LOG", etc. The function of this script is to interpret the 
user's wishes with respeet to the evaluation of expression, 
perform certain translation functions on these expressions, 
and control the traffic between the input /ou tput  system of 
ELIZA and that  of the evaluator. 

Consider the dozen keys shown above. The sentence 
"Let me t ry  to define what the call of the sea means" eontaiiis 
five of these keys. I t  could perhaps be understood by the 
DOCTOR but  not  by the program we are now eonsidering. 
I t  would reply " I  didn't  understand you."  

I call attention to this contextual mat ter  once more to 
underline the thesis that, while a computer program that  
"understands" natural language in the most general sense 
is for the present beyond our means, the granting of even a 
quite broad contextual framework allows us to construct 
practical language recognition procedures. 

The present script is designed to reveal, as opposed to 
conceal, lack of understanding and misunderstanding. 
Notice, for example, tha t  when the program is asked to 
compute the area of the ball, it doesn't yet  know that  a ball 
is a sphere and that  when the diameter of the ball needs 
to be computed the fact tha t  a ball is an object has also 
not yet  been established. Appropriate questions are there- 
fore asked. But  when, later on, the area of the globe is 
required, all the parameters are known and no questions 
are asked. The transcript also makes clear that  the program 
now has memory and, of course, that  it can compute. 

I can imagine at least two questions that  might have 
arisen in the mind of the reader in response to the above 
material. First, but  least important,  is what role the kind of 
psychiatric program shown here has in serious psycho- 
therapy. My answer to that  must be that  psychotherapy is 
not my field and that  I have no intention to pursue any 
therapeutic implications of this work. I t  is clear tha t  there 
is considerable psychological material to be exploited here, 
material tha t  may conceivably lead to some therapeutic 
developments. There may also be some use in this kind of 
technique in simulation of the neurotic processes. K. M. 
Colby, a practicing psychoanalyst, does propose to use 
conversational programs as psychotherapeutic tools vis-a- 
vis real patients. I believe the unsolved technical problems 
in the computer realm alone are so enormous as to guaran- 
tee the postponeruent of the realization of such a goal for 
yet  a very long time. 

The second question concerns itself with the implicatioIis 
of this work OH so-called teaching machines. Here I feel on 
much firmer ground. I t  is my belief that  the kind of pro- 
grammed teaching that  is based on multiple choice testing 
of the student is best done without the use of computers. 
With the techniques described here, it becomes possible to 
instruct the student in a corner of some field and then, the 
contextual framework having been established, to have the 
student interact with the machine in natural language. 

The following conversation, based on a script written by 
Dr. Edwin Taylor  of the Education Research Center of 
MIT,  makes the poiIit very well. 

PLEASE CONSIDER HOW WE MIGHT SYNCHRONIZE TWO CLOCKS TO 
R E A D  T H E  tSAME T I M E  t. O N E  O F  T H E S E  C L O C K S  IS  1N SAN F R A N -  
CISCO,  T H E  O T H E R  IS  I N  N E W  Y O R K .  AS Y O U  T H I N K  A B O U T  T H E  
PROBLEM, ASK ME ANY QUESTIONS THAT OCCUR TO YOU. WHEN 
Y O U  A R E  R E A D Y  TO P R O P O S E  A S Y N C H R O N I Z A T I O N  M E T H O D ,  T Y P E  
t R E A D Y I .  T H E N  I W I L L  Q U I Z  Y O U  A B O U T  Y O U R  P R O P O S E D  M E T H O D .  

what  do you mean by  synchronize 

F O R  T H E  P R E S E N T  M A K E  U S E  O F  T H E  E V E R Y D A Y  M E A N I N G S  O F  
S U C I t  P H R A S E S  AS VSAME T I M E  w A N D  V S Y N C H R O N I Z E  v. L A T E R  WE 
W I L L  D I S C U S S  T H E  M E A N I N G  O F  T H E S E  T E R M S  M O R E  C A R E F U L L Y  

m~y i use telegrapll, signals 

C E R T A I N L Y ,  F E E L  F R E E  TO U S E  T E L E G R A P H  

ready 

NOW I WILL QUIZ YOU ON YOUR SYNCHRONIZATION METHOD DOES 
Y O U R  M E T H O D  OF S Y N C H R O N I Z A T I O N  I N V O L V E  T H E  P R O P A G A -  
T I O N  O F  SOME S I G N A L - I O R  M A T E R I A L  O B J E C T - - F R O M  O N E  P L A C E  
TO A N O T H E R  

yes 

W H A T  K I N D  O F  P R O P A G A T I N G  S I G N A L  O R  T R A V E L I N G  O B J E C T  DO 
Y O U  P R O P O S E  TO U S E  

a watch 
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WILL YOUR WATCtI MOVE AT A SPEED VERY MUCH SMALLER T H A N  
T H E  SPEED OF L I G H T  

of course 

GOOD. T R A V E L L I N G  CLOCKS CAN BE USED TO S Y N C H R O N I Z E  DIS- 
T A N T  CLOCKS TO A R B I T R A R I L Y  H I G H  ACCURACY IF  T H E Y  TRAVEL 
SLOWLY ENOUGH.  YOU MAY LEAVE T H E  PROBLEM BY P U S H I N G  
THEVQUIT I B U T T O N  TWICE. IF  YOU WOULD L I K E  TO EXPLORE FUR-  
T H E R  T H E  MATTERS OF P R I N C I P L E  ASSOCIATED WITH O T H E R  
METHODS, CHOOSE A N O T H E R  WAY TO COMMUNICATE BETWEEN 
T H E  DISTANT CLOCKS 
WHAT K I N D  OF P R O P A G A T I N G  SIGNAL OR T R A V E L I N G  OBJECT DO 
YOU PROPOSE TO USE 

light 

WELL, OF COURSE T H E  L I G H T  SIGNAL WILL NOT FOLLOW T H E  CUR- 
V A T U R E  OF T H E  EARTH.  SO LET US ASSUME T H A T  SOME SYSTEM 
OF RELAY TOWERS IS USED. NOW LET ME ASK, WILL T H E  L I G H T  SIG- 
NAL TRAVEL D I R E C T L Y  BETWEEN NEW Y O R K  A N D  SAN FRANCISCO 
OR WILL T H E  L I G H T  SIGNAL TRAVEL TO OR FROM SOME I N T E R -  
MEDIATE P O I N T  

i t  will travel from st louis in both directions 

IS YOUR I N T E R M E D I A T E  P O I N T  E Q U I D I S T A N T  FROM NEW YORK 
A N D  SAN FRANCISCO 

letts say it is, yes 

MY U N D E R S T A N D I N G  IS T H A T  YOU E X P E C T  TO USE TWO SIGNALS 
A N D  T H A T  THESE SIGNALS WILL E I T H E R  CONVERGE ON OR BE 
SENT OUT FROM A P O I N T  E Q U I D I S T A N T  FROM NEW Y O R K  A N D  SAN 
FRANCISCO. IS MY U N D E R S T A N D I N G  ON T H I S  P O I N T  CORRECT 

y e s  

WILL T H I S  P A I R  OF SIGNALS CONVERGE ON T H E  I N T E R M E D I A T E  
P O I N T  OR BE SENT OUT FROM T H I S  P O I N T  
they will be sent from the point 
WILL T H E  TWO SIGNALS LEAVE T H E  I N T E R M E D I A T E  P O I N T  AT T H E  
SAME TIME 

certainly 

AHA, I tVE GOT YOU. YOU ARE T R Y I N G  TO S Y N C H R O N I Z E  T H E  NEW 
Y O R K  A N D  SAN FRANCISCO CLOCKS TO READ T H E  VSAME TIME v. 
HOW CAN I T  BE VALID TO ASSUME A VSAME TIME ~ FOR T H E  DEPAR- 
T U R E  OF A P A I R  OF SIGNALS FROM T H E  M I D P O I N T  

because the pair of signals leave from the same point 

R I G H T  
T H E  P H R A S E  VSAME TIME v HAS AN UNAMBIGUOUS M E A N I N G  WHEN 
A P P L I E D  TO EVENTS T H A T  OCCUR N E A R  T H E  SAME P O I N T  I N  SPACE. 
NOW YOU ARE GOING TO C O N T I N U E  Y O U R  A R G U M E N T  BY SAYING 
T H A T  T H E  TWO SIGNALS T H A T  START FROM T H E  M I D P O I N T  AT T H E  
SAME TIME WILL PRESUMABLY REACH NEW Y O R K  A N D  SAN FRAN-  
CISCO AT T H E  SAME TIME. THESE SIGNALS CAN T H U S  BE USED TO 
S Y N C H R O N I Z E  T H E  NEW Y O R K  A N D  SAN FRANCISCO CLOCKS. IS 
T H I S  T H E  WAY YOUR A R G U M E N T  WILL C O N T I N U E  

y e s  

ONE F I N A L  QUESTION.  WHAT ASSUMPTION ARE YOU M A K I N G  
ABOUT T H E  SPEEDS OF T H E  TWO SIGNALS T H A T  TRAVEL I N  OPPO- 
SITE D I R E C T I O N S  

that these speeds are equal 

V E R Y  GOOD. YOU HAVE DEVISED A VALID METHOD FOR SYNCHRO-  
N I Z I N G  TWO CLOCKS, ONE I N  NEW Y O R K  A N D  ONE I N  SAN FRAN- 
CISCO. I AM NOW R E T U R N I N G  YOU TO T H E  CTSS SYSTEM 

I have chosen to skew this discussion in the direction of 
"understanding" and have used tha t  difficult word almost 
as if it were synonymous with "recognition." Actually, 
recognition is a prerequisite to understanding. The lat ter  
provides a test  of the former. Even though no test  of under- 
standing can be defined with rigor, we do feel we are under- 
stood when the person we're talking to asks what  we be- 
lieve to be relevant questions and when he finally answers 
our question or solves the problem we posed. By  such 
criteria, the conversations displayed above justify the 
assertion tha t  the programs tha t  produced the responses 
recognized textuM pat terns  and understood what  they were 
being told. 

Finally, I wish to call at tention to three pieces of work, 

two of which predate the programs discussed here and to 
whose authors I owe a considerable intellectual debt. The  
last is more recent but  nevertheless highly relevant to m y  
own current line of at tack.  

The S IR  program of Raphael  is capable of inferential 
data  acquisition in a way analogous to tha t  displayed in 
the E L I Z A  ball and sphere conversation displayed above. 
Notice tha t  in tha t  conversation the program had to infer 
tha t  a ball was a sphere and an object. Once tha t  inference 
was affirmed, the program retained the information by, in 
this ease, associating with ball the fact tha t  it is a sphere 
and an object and with sphere and object tha t  ball is an 
instance of each, respectively. S IR  is a program which 
specializes in establishing such relationships, remembering 
and invoking them when required. One of its principal aims 
was to establish methodology for formalizing a calculus of 
relations and even relations among relations. 

Bobrow's program S T U D E N T  is capable of solving so- 
called algebra word problems of the kind tha t  are typically 
given in high school algebra texts. He  uses a mechanism 
not very different from an E L I Z A  script. I t s  chief task is to 
t ransform the input text, i.e., the natural  language state- 
ment  of an algebra word problem, into a set of simulta- 
neous linear equations tha t  may  then be evaluated to 
produce the desired result. A particular strength of his 
program is its power to recognize ambiguities and resolve 
them, often by  appeal to inferentially acquired information 
but  sometimes by  asking questions. 

The work of Quillian is mainly directed toward establish- 
ing data  structures capable of searching semantic dic- 
tionaries. His system could, for example, decide tha t  the 
words "work for" in the sentence " John  works for 
Har ry . "  mean "is employed by" ,  while the same words 
appearing in the sentence " T h a t  algorithm works for all 
even numbers tha t  are not perfect squares." mean "is 
applicable to ."  

Each of the computer  papers referenced below represents 
an a t tack  on some component  of the machine understand- 
ing problem. T h a t  problem is not yet  solved. 

RECEIVED APRIL,  1967 
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