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Abstract

In this thesis, several studies of incentive compatibility in wireless networks
were presented. In particular, the thesis focuses on two subareas of wireless
networks: network coding technique and cooperative relay service in cognitive
radio networks. In aspect of network coding, I presented a general cheating de-
tection scheme in which a node can initiate a threshold decision session when it
believes its payment was miscalculated. Then I extended the work to the incen-
tive scheme for packet forwarding and payment reduction in wireless networks
using XOR network coding. In aspect of cooperative relay, I designed a scheme
that provides incentives for the secondary users to truthfully report information
to the primary user, which is the first cheat proof scheme for cooperative relay
in cognitive radio networks. In this work, we apply solution concepts in game
theory to rigorously guarantee that our schemes will stimulate users to cooper-
ate to the best of their interests. Then algorithms for cooperative relay protocols
with general utility functions were presented, since we find there is no existing
protocol that provides Nash equilibrium solutions for general cases. Lastly, I
designed algorithms for cooperative relay among secondary users, which guar-
antees that, under a precondition called No Monopoly, all relay nodes have in-
centives to truthfully share their relay information.

xiii



Chapter 1
Introduction and Technical

Preliminaries

1.1 Introduction

In this thesis, I present several studies of incentive compatibility, which I have

completed during my PhD research. In particular, I have focused on two sub-

areas of wireless networks, namely network coding and cooperative relay in

cognitive radio networks.

Wireless mesh networks have been widely deployed to provide broadband

network access to schools, communities, and participants of various events. It is

very challenging and highly important to improve the performance of wireless

mesh networks so that the throughput scalability of such networks can meet the
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needs of different users. One way to achieve significantly better performance

for wireless mesh networks is to apply a technique called network coding [52].

Unlike in conventional networks, in wireless networks using network coding,

intermediate nodes do not store and forward the same packets as sent by the

source node. In stead, intermediate nodes forward new coded packets com-

puted by themselves from the packets they have received [56, 57, 58, 59, 60].

Hence, the data is actually mixed at each intermediate node before it is for-

warded. This idea of mixing data at intermediate nodes takes advantage of

the broadcast nature of wireless transmissions, and achieves great performance

gains.

Many wireless mesh networks have user contributed wireless devices as

their nodes. Since users normally have their own interests, economic incen-

tives become a crucial problem. A selfish or economically rational user may

let her wireless device deviate from the communication protocol, as long as the

deviation is beneficial to herself. However, this deviation may harm the net-

work’s performance, or even lead the network to stop functioning in the worst

case. Therefore, a lot of work has been done so far using payment based scheme

to make the communication protocol incentive compatible, so that nodes have

incentives to faithfully follow the protocol.

In a payment based system, a source node (or, sometimes, a destination

node) is required to pay a certain amount of virtual money to intermediate

nodes who transmit its data. Correspondingly, nodes that help transmitting

other nodes’ data can earn virtual money. Such a scheme will efficiently save

the network resources and improve the efficiency of data transmission, since the

source node can not transmit its data unlimitedly and intermediate nodes are
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pleased to provide their communication resources for forwarding other nodes’

messages. In addition, under well designed payment schemes, a node may find

that being selfish will hurt its own benefit and thus have incentives to be honest.

Nevertheless in reality, the node in charge of payment calculation may be

selfish or corrupted. It may miscalculate the payment for its own good or col-

lude with others for the benefit of a cheating group. For example, if the source

is responsible for calculating the payment for each intermediate nodes (which is

quite common as the source collects routing information in many routing pro-

tocols), it may decrease the payment deliberately to save its own virtual money.

Or in another case, if the payment is calculated by an intermediate node, the

payment due to this intermediate node is calculated higher than it should be

in order to benefit the intermediate node itself. This can lead to serious prob-

lems especially when there is no authority entity available for real time payment

inspection. The entire system may collapse because of these selfish behaviors.

Therefore we need a cheating detection scheme to fight against the misbehavior

of payment calculator.

We notice that in case a central authority is absent, there is no work that

prevents payment cheating for existing payment schemes. Thus we present a

general cheating detection scheme in which a node can initiate a threshold deci-

sion session when it considers its payment miscalculated. Then we extend our

work to the incentive scheme for packet forwarding and payment reduction in

wireless networks using XOR network coding.

On the other hand, cognitive radio networks [62][63][64] have received a lot

of attention in recent years, because they allow secondary users to detect the

spectrum not used by primary users and thus improves the utilization of spec-
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trum. In cognitive radio networks, cooperatively relay [65]-[71] is a new approach

in which nodes help each other to relay traffic, so that better performance can

be achieved.

Two types of cooperative relay have been proposed in cognitive radio net-

works these years. The first type of cooperative relay is between primary and

secondary users, where secondary users seek opportunities to relay data for

the primary user in exchange for some time for its own data transmission in

primary users free spectrum. This type of cooperative relay [65][66],[81]-[89]

has been extensively studied recently; lots of interesting results have been ob-

tained, including some based on game theory. Although this kind of relay is a

promising method to achieve better efficiency of the spectrum resource, works

in this category generally assume the primary user is a licensed user who owns

the spectrum property and may choose to lease portions of the spectrum to the

secondary users. Thus they might not be suitable for other spectrum sharing

models.

The second kind of cooperative relay is proposed to improve the spectrum

utilization when primary users are not necessarily involved. In particular, Jia,

Zhang and Zhang [67][68] notice that the spectrum availability of secondary

users in cognitive radio networks is heterogeneous, and secondary users may

have different traffic demands. Consequently, they propose protocols in which

secondary users use their spare spectrum to relay traffic for other secondary

users, in order to improve the spectrum usage of all secondary users. Thereafter,

many studies have been conducted on this type of cooperative relay [69][70][71].

In the second half of this thesis, we first design a scheme that provides in-

centives for the secondary users to truthfully report information to the primary
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user, which is the first cheat proof scheme for cooperative relay in cognitive

radio networks. In this work, we apply solution concepts in game theory to rig-

orously guarantee that our schemes will stimulate users to cooperate to the best

of their interests. Then we present an algorithms for cooperative relay protocols

with general utility functions. Because we find there is no existing protocol that

provides NE solutions for general cases. Finally, we present another incentive

compatible protocol for the second type of cooperative relay as we mentioned

above, so that secondary users will never deviate from designed cooperative

relay service even if they are selfish.

The rest of this thesis is organized as follows: We review several game theo-

retic concepts and network protocols that are important to our work in the rest

of Chapter 1. Two work is presented in Chapter 2 that focus on providing secu-

rity and incentive compatibility for protocols in network coding. In Chapter 3,

we consider both two types of cooperative relay and aim to propose effective

schemes that suppress cheating during service.

1.2 A Review of Some Concepts in Game Theory

1.2.1 Non-cooperative Strategic Game

In a non-cooperative strategic game, the set of players is denoted by N. Any

player i ∈ N tries to maximize its own utility, denoted by ui. A strategy profile s

is a set of strategies which specifies actions of all players in a game. Denote by si

the strategy player i ∈ N chooses in strategy profile s, and by s−i the strategies

in profile s chosen by all players other than player i. Note: it is a convention

in game theory that subscript −i represents all players other than i. ui(si, s−i)
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denotes the utility of user i while all users choose actions in strategy profile s.

In addition, we define two more important solution concepts: Nash equilib-

rium (NE) and dominant strategy equilibrium (DSE).

Definition 1. A Nash equilibrium (NE) of a strategic game is a strategy profile s∗,

such that for any i ∈ N and for any possible strategy profile s, we have

ui(s∗i , s∗−i) ≥ ui(si, s∗−i). (1.1)

In other words, any player cannot benefit from unilateral deviation from the equilibrium.

Definition 2. A dominant strategy equilibrium (DSE) of a strategic game is a strategy

profile s∗ such that for any i ∈ N and for any possible strategy profile s,

ui(s∗i , s−i) ≥ ui(si, s−i). (1.2)

In other words, any player’s strategy in the equilibrium is always the best possible.

Note that DSE is stronger than NE in the sense that it provides players with

stronger incentives to stay at the equilibrium.

1.2.2 Extensive Game with Perfect Information

Definition 3. An extensive game with perfect information consists of:

1. A set of players: N.

2. A set Λ of history sequences tracking player actions within two stages.

3. A number of action sets Ai for each player i ∈ N.
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4. A function P that assigns some players for next move given a history λ ∈ Λ.

Each player i ∈ P(λ) is a player who has to take a move after history λ ∈ Λ. If

P(λ) = ∅, then λ is called a terminal history, otherwise a non-terminal history.

5. A number of utility functions ui of each player i ∈ N.

Definition 4. The subgame of the extensive game with perfect information Γ = (N, Λ, P)

that follows history λ is the extensive game Γ(λ) = (N, Λ|λ, P|λ), where Λ|λ is the set

of history sequence λ′ where as (λ, λ′) ∈ Λ, and P|λ(λ′) = P(λ, λ′).

Definition 5. The subgame perfect Nash equilibrium (SPNE) of an extensive game

with perfect information Γ = (N, Λ, P) is a strategy profile s∗, such that ∀λ ∈ Λ, ∀i ∈

P(λ) and ∀si|λ in subgame Γ(λ), we have

ui(s∗i |λ, s∗−i|λ) ≥ u(si|λ, s∗−i|λ). (1.3)

In other words, a SPNE induces a NE in each subgame.

1.3 State of the Art

1.3.1 Network Coding Protocols in Wireless Networks

1.3.1.1 COPE

COPE [59] is an elegant XOR network coding protocol in wireless networks.

Each node in COPE is equipped with a omni-directional antennae and set in

promiscuous mode, so that they can snoop on all communications over the wire-

less medium.
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In this network, source node has to compute its shortest path to the desti-

nation using a link-state routing protocol before transmitting its packets. This

routing protocol should guarantee that each node has good knowledge of deliv-

ery probability between every pair of nodes. A routing protocol which uses the

ETX metric [18] can be used, such that the delivery probabilities are periodically

computed and broadcasted to all nodes in the network.

During data transmission, an intermediate node in one session may server

as an intermediate node for other sessions. Packets from different sessions may

be XOR-ed by this intermediate node, while ensuring each receiver on next hop

has enough information to decode the native packet. In COPE, an intermediate

node should aim to XOR as many packets as possible, in order to maximize

the number of native packets delivered in a single transmission, which is called

”opportunistic coding” [59]. COPE exploits the nature of wireless network and

can nicely improve the system throughput.

1.3.1.2 MORE

Suppose there is a wireless network with a set V of nodes. For i, j ∈ V, (i, j) ∈ E

is the link from node i to node j. In MORE protocol [17], before each trans-

mission session, the routing decision should be made, and the path from the

source to the destination should be determined. In wireless networks using net-

work coding, routing decision is made based upon the loss probability from

each node on the path to its neighbors. Denote by ϵi,j the loss probability of link

(i, j). We assume each node can attain its loss probability to each of its neighbors

by periodically sending probing signals, and share this loss probability matrix

with other nodes in the network [18]. Therefore each node will obtain a matrix
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Mϵ in which mij = ϵi,j. There is a function f () which computes the number of

transmissions node i should make for each packet [17]:

zi = f (S, D, i, {(i, j, ϵi,j)|(i, j) ∈ E}),

where S and D are the source and destination respectively.

1.3.2 Cooperative Relay Protocols in Cognitive Radio Networks

Suppose there is a cognitive radio network, in which there are a primary sender

PS and a primary receiver PR. The ordered pair (PS, PR) is called the primary

user. A set of N secondary transmission pairs SU are working in the same spec-

trum band. This set SU = {(SSi, SRi)|i = 1, . . . , N}, where each secondary

sender SSi always seeks opportunities to transmit data to its paired receiver

SRi. For simplicity, suppose that each pair (SSi, SRi) in SU represents a distinct

secondary user i. Cooperative relay [68] is introduced by Zhang, et al., in this

network in order to increase the system throughput as follows: PS distributes

its data to (a subset of) secondary users, which relay the data to PR. In return,

these secondary users who provide relay service can access channels under the

primary user’s permission. They assume all data relays involve only secondary

senders, not secondary receivers. Hence, when we talk about data relays, we

refer to “secondary users” and “secondary senders” interchangeably.

In [81], Simeone, et al. [81], show that cooperative relay can be used to im-

prove the primary user’s achievable transmission rate. They assume the chan-

nels are modeled as independent Gaussian random variables; all of them are

assumed to be slow fading channels. They consider data transmissions in time

slots; the channel variables are varying over all slots but are assumed to be con-
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stants within each slot. Let P0 be the power level used by the primary user, and

Pi be the power level used by secondary user i. Denote by h0 the complex chan-

nel gain between PS and PR, by h0i the channel gain between PS and SSi, by hi0

the channel gain between SSi and PR, and by hi the channel gain between SSi

and SRi. They propose that secondary users can relay data transmission for the

primary user and in return the primary user can allocate portions of her spec-

trum for secondary users. They also present a model of Stackelberg game for

this problem. In this model, they present a nice proof for the existence of NE, as

well as a necessary condition for the NE to be unique.

In [82], J. Zhang and Q. Zhang study the same problem but use a differ-

ent model. Their model is also a Stackelberg game but is defined differently

from Simeone, et al.’s. They calculate the utilities of users using the achieved

transmission rates and the payments. In their model , they elegantly prove that

following their protocol is a unique NE.

For cooperative relay, as in [82], the primary user chooses a subset S of

secondary users based on the values of |hi0| and |h0i| (but independent from

the values of |hi|). The primary user also determines two parameters α and

β (0 ≤ α ≤ 1, 0 ≤ β ≤ 1). Accordingly, each time slot is divided into three

phases: the first phase occupies αβ of the slot, and is used for data distribution

from PS to secondary users in the set S; the second phase occupies α(1− β) of

the slot, and is used for PR to receive data from PS and those selected secondary

users; the third phase is the remaining (1− α) of the slot. The secondary users

in S can use the third phase for their own data transmissions.

In addition to providing relay service, each secondary user i ∈ S also needs

to make a payment ci to the primary user for their use of the band, where ci is
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determined by secondary user i himself. The access time in the third phase is

assigned to these secondary users based on the amounts of their payments. The

method of this assignment depends on the protocol used. Regardless of which

protocol is used, the transmission rates in the cooperative relay system can be

calculated as follows:



RPS(S) = log2(1 +
mini∈S |h0i|2P0

N0
),

RSP(S) = log2(1 +
|h0|2P0

N0
+ ∑i∈S

|hi0|2Pi
N0

),

Ri = log2(1 +
|hi|2Pi

N0
),

(1.4)

where RPS is the transmission rate from the primary user to the secondary users

in the first phase, RSP is the transmission rate from the secondary users to the

primary user in the second phase, and Ri is the transmission rate of secondary

user (SSi, SRi) in the third phase. In the first equation of (1.4), mini∈S |h0i|2P0
N0

rep-

resents the lowest received SNR from PS to all SUs. In the second equation of

(1.4), |h0|2P0
N0

represents the received SNR from PS to PR, and |hi0|2Pi
N0

represents

the received SNR from secondary user i to PR. In the third equation of (1.4),

|hi|2Pi
N0

represents the received SNR from the sender of i to the receiver of i. The

transmission rate from PS to PR via cooperative relay is:

RP(α, β, S) = min{αβRPS(S), α(1− β)RSP(S)}. (1.5)

Intuitively, αβRPS(S) is the rate from PS to the relay nodes, and α(1− β)RSP(S)

is the rate from the relay nodes to PR. Hence, the smaller of these two rates is

the effective rate from PS of PR.



Chapter 2
Incentive Compatible Protocols in

Wireless Networks using Network

Coding

2.1 Introduction

Recently, wireless mesh networks have been widely deployed to provide broad-

band network access to schools, communities, and participants of various events.

It is very challenging and highly important to improve the performance of wire-

less mesh networks so that the throughput scalability of such networks can meet

the needs of different users. One way to achieve significantly better perfor-

mance for wireless mesh networks is to apply a technique called network cod-

ing [52]. Unlike in conventional networks, in wireless networks using network

coding, intermediate nodes do not store and forward the same packets as sent
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by the source node. In stead, intermediate nodes forward new coded packets

computed by themselves from the packets they have received [56, 57, 58, 59, 60].

Hence, the data is actually mixed at each intermediate node before it is for-

warded. This idea of mixing data at intermediate nodes takes advantage of

the broadcast nature of wireless transmissions, and achieves great performance

gains.

Many wireless mesh networks have user contributed wireless devices as

their nodes. Since users normally have their own interests, economic incen-

tives become a crucial problem. A selfish or economically rational user may

let her wireless device deviate from the communication protocol, as long as the

deviation is beneficial to herself. However, this deviation may harm the net-

work’s performance, or even lead the network to stop functioning in the worst

case. Therefore, a lot of work has been done so far using payment based scheme

to make the communication protocol incentive compatible, so that nodes have

incentives to faithfully follow the protocol.

In a payment based system, a source node (or, sometimes, a destination

node) is required to pay a certain amount of virtual money to intermediate

nodes who transmit its data. Correspondingly, nodes that help transmitting

other nodes’ data can earn virtual money. Such a scheme will efficiently save

the network resources and improve the efficiency of data transmission, since the

source node can not transmit its data unlimitedly and intermediate nodes are

pleased to provide their communication resources for forwarding other nodes’

messages. In addition, under well designed payment schemes, a node may find

that being selfish will hurt its own benefit and thus have incentives to be honest.

Nevertheless in reality, the node in charge of payment calculation may be
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selfish or corrupted. It may miscalculate the payment for its own good or col-

lude with others for the benefit of a cheating group. For example, if the source

is responsible for calculating the payment for each intermediate nodes (which is

quite common as the source collects routing information in many routing pro-

tocols), it may decrease the payment deliberately to save its own virtual money.

Or in another case, if the payment is calculated by an intermediate node, the

payment due to this intermediate node is calculated higher than it should be

in order to benefit the intermediate node itself. This can lead to serious prob-

lems especially when there is no authority entity available for real time payment

inspection. The entire system may collapse because of these selfish behaviors.

Therefore we need a cheating detection scheme to fight against the misbehavior

of payment calculator. As far as we know, no previous research has provided a

general solution to this problem.

2.2 Cheating Detection for Payment Based Incentives

with Application to Network Coding

2.2.1 Background and Motivation

In multi-hop wireless networks, users are inclined to serve for their own in-

terests during data transmissions because there are limited communication re-

sources. Economic incentives therefore become crucial problems in wireless net-

works. A selfish or economically rational user may let its wireless device devi-
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ate from the communication protocol, as long as the deviation is beneficial to

itself. On the other hand, this deviation may harm the network’s performance,

or even make the network stop functioning in the worst case. Therefore, we

need to make the communication protocol incentive compatible, so that nodes

of wireless networks have incentives to faithfully follow the protocol.

A major approach to fight against selfish behaviors in wireless networking is

payment based scheme [72][73][74][75][76][49][25]. In a payment based system,

a source node (or, sometimes, a destination node) is required to pay a certain

amount of virtual money to intermediate nodes who transmit its data. Cor-

respondingly, nodes that help transmitting other nodes’ data can earn virtual

money. Such a scheme will efficiently save the network resources and improve

the efficiency of data transmission, since the source node can not transmit its

data unlimitedly and intermediate nodes are pleased to provide their commu-

nication resources for forwarding other nodes’ messages. In addition, under

well designed payment schemes, a node may find that being selfish will hurt its

own benefit and thus have incentives to be honest.

Nevertheless in reality, the node in charge of payment calculation may be

selfish or corrupted. It may miscalculate the payment for its own good or col-

lude with others for the benefit of a cheating group. For example, if the source

is responsible for calculating the payment for each intermediate nodes (which is

quite common as the source collects routing information in many routing pro-

tocols), it may decrease the payment deliberately to save its own virtual money.

Or in another case, if the payment is calculated by an intermediate node, the

payment due to this intermediate node is calculated higher than it should be

in order to benefit the intermediate node itself. This can lead to serious prob-
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lems especially when there is no authority entity available for real time payment

inspection. The entire system may collapse because of these selfish behaviors.

Therefore we need a cheating detection scheme to fight against the misbehavior

of payment calculator.

To be concrete, we construct our system in a wireless network using MORE [17],

a network coding system. The reason is that: First, network coding technique

provides more efficiency in data transmission compared to traditional trans-

mission protocols [17][11][12][13][58][59], and becomes more and more popular

in current wireless networks. Second, we notice that although some existing

protocols have been proposed to address incentive issues in multi-hop wireless

network [25][26], which uses a trusted third party (TTP) to compute payment,

they are not applicable to some scenarios , e.g., the network coding scenario.

Specifically, with a network work coding system like MORE, it is impossible

for a forwarding node to submit evidence for its forwarding, because such ev-

idence does not exist [48]. When there is a dispute regarding forwarding, the

only way to resolve the dispute is to survey other nodes in the neighborhood

to see which is honest and which is cheating. In [48], a payment based incen-

tive scheme is presented for such network, based on which we demonstrate our

scheme in the following sections. One may suggest another approach based on

TTP, in which the TTP initializes a threshold decision process once there is a

dispute. We emphasize that this approach is not applicable as well, because in

our settings the only available TTP is the central bank, and it may not be always

online. Therefore, the objective of this work is to provide a general solution for

payment cheating in multi-hop wireless networks without needing a payment

inspector constantly online.
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To solve the problem, we present a payee initiated threshold scheme to de-

tect miscalculated payments based on threshold cryptography [3]. The scheme

guarantees that, as long as the number of honest nodes is more than a thresh-

old value, cheating behavior will definitely be detected and cheating nodes will

be punished. Without loss of generality, in the rest of this work we always

assume the source node is responsible for calculating payments unless other-

wise specified. In our scheme, the source node publishes the calculation result

of payments once the routing decision is made. When an intermediate node

finds its payment miscalculated, it can start a threshold decision session by ask-

ing other nodes to recalculate its payment. When sufficient nodes (more than

threshold) support its claim that the payment is miscalculated, the decision will

be reported and the source will be punished even if the source may collude with

some other nodes.

In this work, we made following contributions:

• We are the first to provide a general solution to payment cheating in wire-

less networks without needing a payment inspector constantly online.

• We present a cheating detection scheme in which a node can initiate a

threshold decision session when it considers its payment miscalculated.

• Experiment results show that our scheme is efficient.

2.2.2 Secret Sharing Scheme

In reality, sometimes we want a secret to be securely held by different people,

because the secret is easy to be lost or abused when held by only a few people

without inspection. On the other hand, intuitively we can not share the secret
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with too many people. In [1], a well known scheme called Shamir secret shar-

ing is presented. In this scheme, a secret S may be divided into n different parts

s1, s2, ..., sn. Each part is called a secret shadow and is distributed to one party.

Any single shadow (or any combination of fewer than t shadows) contains no

information about the secret. Only if people own at least t shadows (t is a pa-

rameter determined before shadow generation), can they recover the secret. In

their scheme, the shadow holders should keep their own secret shadows secure

and share them in regulated procedures. This ensures that the secret is recov-

ered only when at least t shadow holders come to the consensus to recover the

secret.

The scheme works as follows: To divide the secret S into n pieces, we pick

a (t − 1) degree polynomial P(x) = c0 + c1x + c2x2+, . . . ,+ct−1xt−1 in which

c0 = S and (c1, c2, ...ct−1) are random coefficient numbers, and then get a secret

shadow set K = {k1, k2, ..., kn|ki = P(i), 1 ≤ i ≤ n}. Given any subset of t

of set K, we can recover the original polynomial, therefore obtain the secret

S = c0 = P(0).

2.2.3 Cheating Detection Scheme

In order to explicitly show the mechanism of our scheme, we assume that our

scheme is implemented on top of one payment scheme for MORE [48]. To

make it complete, we briefly review the fundamental elements of their payment

scheme.

In [48], Wu, et al., assume each data packet has a size of L and that to

transmit a packet of size 1 takes one unit of cost. In MORE protocol, we can

get the number of transmission for each packet zi for node i from function
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zi = f (S, D, i, {(i, j, ϵi,j)|(i, j) ∈ E}) Here the payment to node i is calculated

as follows:

pi = ziL + ∑
(i,j)∈E

α(1− ϵ′i,j),

where ϵ′i,j is the received loss probability of link (i, j) from node i, L is the packet

length, and α is a small parameter chosen by the administrator.

The calculated payments are reported to a central bank, where payment for

each node is recorded after every successful data transmission session. In [48],

it has been proved that it is a strict dominant strategy equilibrium for all nodes

to truthfully report their routing information and follow the scheme.

However, the central bank can be offline and can not provide real time pay-

ment inspection for each transmission session. Nodes may not receive imme-

diate help from central bank when they consider their payments miscalculated.

In order to effectively detect the miscalculated payment, if node i finds its re-

ported payment p′i miscalculated such that p′i < p∗i , where p∗i is its deserved

payment, node i can start a threshold decision session to announce that its pay-

ment is miscalculated and collect supports from other nodes. Any other node

should first recalculate node i’s payment based on the routing information they

share (e.g. loss probability matrix Mϵ in MORE), and then reply node i with

its own secret shadow if it agrees (we will introduce how this secret sharing

scheme works in the other subsection). Once node i collects sufficient shadow

information from others, it can decrypt the certification message with which its

payment recalculation request will be accepted by the central bank.

In our scheme, in addition to manage payments, a central bank also acts as

an authority entity to support the threshold scheme. The central bank will cre-

ate secret shadow ki for node i and publishes encrypted certification messages



20

for different threshold decision sessions. It also verifies the decrypted certifi-

cation message submitted by the nodes which have collected sufficient support

through a threshold decision session. Moreover, it will exclude the cheating

node from the network once misbehavior is identified and reallocate payments

if necessary.

We assume that the communications between the central bank and any other

node use reliable links, such that the decision result will safely arrive at the

central bank. By introducing a threshold scheme into wireless networks with

network coding, we can resolve the possible disagreement in payment between

nodes. Compared with voting mechanism, threshold decision in payment cheat-

ing detection can greatly decrease the workload of central bank. In a voting

system in which a payment recalculation request is verified through checking

digital signatures of all supporting nodes, the central bank can not determine

whether the payment recalculation request is acceptable until most of the dig-

ital signatures have been checked, which is quite time consuming. In contrast,

in our scheme, the recalculation decision is determined by nodes themselves

before being reported to the central bank. Through a payee initiated threshold

decision session, a node can decrypt the certification message as long as it col-

lects sufficient support for its recalculation request. Upon receiving the thresh-

old decision result, the central bank is confident that the session result has been

confirmed and supported by the majority of nodes and it only needs to verify

the certification message before the recalculation request is accepted. Therefore,

we develop the threshold decision mechanism into our scheme.

We divide the whole procedure into two parts: certificate processing (Al-

gorithm 1) and threshold decision (Algorithm 2). The first part is mainly per-
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formed at central bank side, where the secret shadow for each node is generated

and certification message is verified. To be more efficient than traditional secret

sharing schemes, the central bank only needs to construct a polynomial once to

obtain secret shadow for each node, moreover we use different primitive gener-

ators in order to keep the secret shadows independent from each other in differ-

ent sessions. This can greatly improve the efficiency of the algorithm, because

we do not need to construct different polynomials for different threshold deci-

sion sessions. In the second part, nodes are allowed to request their payments

being recalculated to defend against selfish behaviors.

In shadow generation session, the central bank computes two types of im-

portant messages for all nodes in the network: shadow and certification mes-

sage. The shadows should be distributed to all the nodes only once. Each node

should secretly hold its shadow and repeatedly use it for different sessions. To

compute the shadows, the central bank first randomly picks a polynomial P

and uses P(0) as the secret. Then the bank computes K = {k1, k2, ..., kn|ki =

P(i), 1 ≤ i ≤ n}, and distributes each shadow information ki to node i. After

that, the central bank creates the encrypted certification message for each ses-

sion, and publishes them to the network. The certification message is used for

each threshold decision session, and cannot be repeatedly used. This is the end

of its initialization step. We argue that the computation can be done in advance

on central bank side whenever it’s available even before the central bank goes

online. Although the central bank does distribute shadows for each session, it

is not necessarily involved in each session. Thus the overall overhead can be

greatly reduced.

Every time the central bank communicates with all the network nodes, it will
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collect the threshold decision session result including the certification message

from node that receives sufficient support for payment recalculation request.

The session result consists of two parameters and is easily to be verified: the first

parameter indicates the sequence of data transmission session, and the second

parameter is the certification message recovered from secret shadows. With this

information, the bank understands that the node has already collected at least

t (suppose t is the threshold) shadows. If the certification message is verified,

the central bank will accept the payment recalculation request of corresponding

node and punishes the dishonest source.

In the second part of our scheme, the threshold decision session is initiated

by nodes themselves regardless of whether they can communicate with central

bank in real time. Before data transmission, each node may receive its future

payment for forwarding other nodes’ packets from source. If a node finds its

payment miscalculated, it can start a session to ask other nodes to recalculate

its payment. To explicitly claim its request, this node should broadcast his new

recalculated payment value with transmission session sequence and its node

sequence. This is phase 1 of Algorithm 2. In phase 2, upon receiving the thresh-

old decision request, a node should calculate the corresponding payment based

on the shared loss probability matrix. If the result is consistent with the claimed

one, the node should reply with its own modified shadow information and node

sequence. As long as the session initiator has collected at least t shadow infor-

mation, it can recover the original certification message and send his payment

recalculation request to the central bank (see Algorithm 2).



23

2.2.4 Security Analysis

Threat and Trust Models

In wireless networks, we may have different kinds of attacks from partic-

ipant nodes. Selfish nodes may cheat for their own benefits, while malicious

nodes may deliberately disobey rules to deteriorate the networks. Although

security tokens are useful in fighting against such misbehavior in traditional

packet forwarding schemes, we notice that they are not applicable to some other

network protocols, e.g. network coding. In this work, we focus on defending

against the misbehavior of the node in payment dispute in network coding sce-

nario, no matter whether this node is selfish or malicious. Therefore, in our

threat models, a misbehaving node might be a selfish source which tries to de-

crease payments to others in order to save its own benefit, an irrational node

which computes false payments to cause network disorders, or an intermediate

node which falsely claims its payment is mistakenly computed.

Moreover, those misbehaving nodes may collude with each other rather than

cheating alone. For example, a source and some intermediate nodes collude to

cheat in order to decrease other nodes’ payments and increase their overall ben-

efits. Or some intermediate nodes collude to claim their payments are mistak-

enly computed by the source while they are not.

In our trust models, each node fully trusts the central bank to perform billing

and authentication. The central bank trusts payment calculator if there in no

payment dispute, but once there is any dispute, the central bank only trusts the

node with the valid certification message of that threshold session.

Defenses
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Suppose we have a set V of n nodes in a wireless network. Denote by Nc the

set of those cheating nodes, where Nc ⊆ V. Also define P∗d = (p∗d(1), p∗d(2), ..., p∗d(n))

as the correct payment set for dth transmission session and p∗d(i) is the correct

payment for node i.

We show that as long as the threshold t > n/2, our scheme will always de-

tect misbehavior if no more than (n− t) nodes are selfish or corrupted. If there

are nodes cheating in our scheme, there are two possible cases:(1)the node in

charge of payment calculation cheats; (2)the node in charge of payment calcula-

tion does not cheat.

In the first case, assume the payment set for dth transmission session will

be P′d such that ∃pd(i) ∈ P′d and pd(i) /∈ P∗d . If ∀pd(i), i ∈ Nc and the source

S ∈ Nc, then the total benefit of the cheating group will be 0, as the source has

to pay the same number of total amount of payment. Thus cheating nodes have

no incentives to cheat in this way. If ∀pd(i), i ∈ Nc and the source S /∈ Nc, then

the source S is honest and can start a threshold decision session. If ∃pi(j) /∈ Nc,

then node j is honest and can start a threshold decision session to claiming his

deserved payment to be p∗i (j). Regardless of which node starts the threshold

decision session, that node will collect at least t shadows and digital signatures

from honest nodes, because no more than (n− t) nodes cheat, which will beat

the cheating nodes in numbers when reporting to the central bank about session

result.

In the second case, the payment set will be P∗d for dth transmission session.

Although a cheating node i may claim his new payment p′d(i), such that p′d(i) >

p∗d(i) and receive support from other cheating nodes, we know from our basic

assumption that node i will collect less than t shadows because (n− t) < t and
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will never recover the certification message by colluding.

Our scheme can effectively defend against attacks in which a node reuses

the certification message or a node requires higher payment than it deserves.

Because when cheating behavior is detected, the payment is recalculated nei-

ther by the selfish source nor by the recalculation requestor node, rather the

payment will always be recalculated by a more reliable entity chosen by the ad-

ministrator. Even if the recalculation result is not honest, as long as the honest

nodes are more than half we can always get the payment correctly calculated by

performing our threshold decision scheme repeatedly.

2.2.5 Evaluations

In this section, we perform three sets of experiments to evaluate our scheme

using GlomoSim network simulator. First, we measure the overall overhead of

Algorithm 1 and the overhead of Algorithm 2 in two phases in a simulated wire-

less network using network coding protocol MORE. We want to show that the

efficiency of our scheme is reasonable and acceptable. Next, we measure and

compare the overhead of our scheme with the overhead of Sprite [25] protocol

in a simulated network to which the Sprite is applicable. Through the compar-

ison, we want to show that although our scheme is slower than Sprite in some

scenarios, the efficiency is still acceptable. Third, we measure and compare the

computation overheads in Algorithm 1 when we set different threshold values.

In this set of experiments, we want to demonstrate how threshold values affect

the performance of our scheme. The general experiment parameters are set as

follows:
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• Experiment Settings

Grid 800m x 800m

Radio transmission range 150m

Simulation duration 100s

Node placement Uniform

Mobility Random waypoint

Bandwidth 2Mbps

Packet length 32Byte

Traffic type CBR

Background throughput 500Kbps

Note that in GlomoSim when random waypoint model is used, a node ran-

domly picks a destination and moves towards the destination in a speed uni-

formly chosen in a range [Min Speed, Max Speed]. After it reaches its desti-

nation, the node waits there for a period of time and then moves to another

destination. In our simulation, we set Min Speed = 0, Max Speed = 10 m/s, and

the waiting time to be 30s.

Overall Overhead in Networks using Network Coding

In the first set of experiment, we simulate up to 50 nodes in a wireless net-

work using network coding protocol MORE, and let node 1 be the central bank

which computes the shadows and certification messages for all other nodes.

We randomly pick a pair of source and destination and let the source send CBR

flows to the destination. For the purpose of simplicity, we guarantee the connec-

tivity between each node in our simulation. The payment for each intermediate

node is computed by the source following [51] and the amount of payment is
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inspected by the intermediate node itself. In addition, we assume the threshold

value is 0.8 in this set of experiment.

We first evaluate the overall overhead of Algorithm 1 that includes the com-

putation overhead and the communication overhead. The computation over-

head in Algorithm 1 consists of two parts: the overhead used to compute the

shadows and the certification messages and the overhead used to validate the

collected information and punish the cheating node. Here in this evaluation, we

assume the central bank generates certification messages for one threshold ses-

sion. On the other hand, the communication overhead depends on how many

participant nodes there are in the network. The reason is that the central bank

has to communicate with each node individually. Note that the overhead of

payment computation and link state report should not be considered in this

measurement. The results are shown in Figure 2.1. We can see the overall over-

head of Algorithm 1 grows linearly as the number of nodes increases. If there

are no more than 50 nodes, the central bank takes less than 20 ms to perform

Algorithm 1 for one threshold session.

Then we evaluate the overhead of two phases in Algorithm 2. In this evalu-

ation, we also use the first experiment settings as above. Phases are determined

based on different roles of nodes in a threshold session: In phase 1, we simulate

the scenario in which a node starts a threshold decision session and broadcasts

its request to other nodes. In phase 2, each node receives the request generated

in phase 1 and replies if it agrees with the initiator. Also the session initiator

should try to retrieve the certification message in phase 2. In this evaluation,

the computation overhead mainly depends on the efficiency of retrieving the

certification message. And the communications in Algorithm 2 are round trips
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Figure 2.1. The overall overhead of Algorithm 1 in Section 2.2.

between one specific node (session initiator) and all other nodes. The results

are shown in Figure 2.2. Similarly like the overhead of Algorithm 1, the total

overhead of two phases in Algorithm 2 grows linearly as the number of nodes

in the wireless network increases. When less than 50 nodes are deployed in our

experiment, the total overhead of Algorithm 2 is less than 50 ms. In phase 1, the

overhead is no more than 8ms for up to 50 nodes. In phase 2, the overhead is

no more than 40ms for up to 50 nodes. Furthermore, we can observe that the

percentage of the overhead in phase 1 of Algorithm 2 is below 20%.

Our Scheme v.s. Sprite

In this set of experiment, we compare the efficiency of our scheme with that

of an existing protocol namely Sprite [25]. As we have mentioned, Sprite is

not applicable to all network scenarios, e.g. opportunistic routing. Therefore,

we use traditional routing and packet forwarding schemes in our second set of

experiment to fit both schemes. We assume there are 50 nodes in the simulated

network, and let the sender send up to 20 messages to the destination. The
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Figure 2.2. The overhead of phase 1 and 2 in Algorithm 2 in Section 2.2

payment for each intermediate node is determined based on the length of the

forwarded packet in our scheme, and we let the sender mistakenly compute a

payment of one message for one intermediate node during the simulation.

To evaluate Sprite protocol, we follow the experiment settings in [25] except

that the network topology is the same as in our first set of experiment. In order

to estimate the overhead of the cryptographic computation, we use Crypto++

v5.6 library for calculation in a laptop with an Intel processor at 2.4 GHZ and 2

GB RAM.

The results are shown in Figure 2.3. The overhead of our scheme does not

increase if the number of the sent messages increases. However, the overhead

of Sprite linearly increases if the number of the sent messages increase. The

reason is that both algorithms are not designed to secure each message, but for

the entire session. Instead in Sprite, the overhead is introduced to the system for

each transmitted message. Each message and its corresponding receipts have to

be secured through cryptography. Therefore, we can conclude that in scenarios
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Figure 2.3. Overhead comparison between our scheme and the Sprite protocol in Sec-
tion 2.2.

where a large number of messages are to be transmitted and the sender cheats

occasionally, the efficiency of our scheme will be better. We also notice that

the overheads of our algorithms are slight different from that in the first set of

experiment, it is because the network topology has changed.

Computation Overhead

In this subsection, we want to show how threshold value affects the compu-

tation overhead of our scheme.

Computation overhead includes two parts in our scheme: shadow process-

ing and certification message encryption/decryption. In Algorithm 1, the cen-

tral bank computes secret shadows for each session and the overhead of shadow

generation depends on the threshold value and the total number of nodes. While

in Algorithm 2, before the certification message is decrypted we only need to

compute ai, which takes much less time than shadow generation overhead in

Algorithm 1. In both algorithms, the certification message encryption/decryption
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Figure 2.4. Computation overhead in Algorithm 1 in Section 2.2.

overhead is relatively constant as the length of the certification message does not

change. In the following experiment, we measure the computation overhead of

Algorithm 1 and 2 if there is only one certification message published during

each session and the result can illustrate the relationship among computation

overhead, the threshold value and the total number of nodes.

We first measure the computation overhead in Algorithm 1, and the results

are shown in Figure 2.4, where t/n is the ratio of the threshold value to the total

number of nodes. The greater the ratio is, the greater the computation overhead

of Algorithm 1 we get in the evaluation. Also the computation overhead grows

as the total number of nodes increases, however it is still less than 15 ms.

Computation Overhead in Algorithm 2 : 30.23 ms. This amount of time is

needed for a node to recover a certificate using sufficient secret shadows. It

is worth mentioning that the computation overhead of Algorithm 2 is constant

regardless of the threshold value and the total number of nodes, because to com-

pute ai requires much less time than to create secret shadows from a polynomial
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with random coefficients. The certification message decryption procedure takes

up most of the computation overhead in Algorithm 2.

2.2.6 Summary

In this work, we present a threshold scheme to fight against the miscalculation

of payment in payment based incentive wireless networks. We integrate the

threshold cryptography into existing payment based schemes and demonstrate

that nodes no longer have incentives to cheat in payment calculation. The ex-

periment results show that our scheme is efficient. Since our scheme is designed

to work in a reliable channel, one open problem is how to implement threshold

scheme in an unreliable environment like in lossy links.

2.3 An Incentive Scheme for Packet Forwarding and

Payment Reduction in Wireless Networks using

XOR Network Coding

2.3.1 Background and Motivation

XOR network coding [59] exploits the shared nature of the wireless medium

which broadcasts packets in its neighborhood during transmission. Each node

stores the overheard packets for a short time. It also shares the information of

which packets it has heard with all its neighbors. Before transmitting a packet,
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a node uses its knowledge of what its neighbors have heard to perform oppor-

tunistic coding. The node XORs as many native packets as possible into a single

encoded packet, and transmit it if each intended next hop has enough informa-

tion to decode the XOR-ed packet. Through maximizing the number of native

packets delivered in a single transmission by each node, the overall throughput

is improved.

In practice, there are always some costs (e.g. energy consumption, transmis-

sion overhead, etc) induced to a node when it helps forwarding packets for oth-

ers. If nodes have their own interests (especially in user contributed networks),

economic incentives become a crucial problem. Because a selfish intermediate

node may deviate from the protocol as long as the deviation is beneficial to itself.

In addition, this incentive problem may lead to the failure of the XOR network

coding protocol, and the deterioration of the system throughput. Therefore, we

need to make the XOR protocol incentive compatible, so that each node has

incentive to truthfully follow the XOR protocol.

We note that the opportunistic routing scheme is used in XOR protocols like

COPE, and the major objective of this work is to solve the incentive compati-

ble packet forwarding problem in such networks. Although there are some incen-

tive packet forwarding schemes that have been proposed for traditional wire-

less networks and randomized linear network coding networks [20]-[25], we

emphasize that these existing schemes can not be used in XOR protocols, be-

cause they study the intra-session incentive compatibilities while XOR network

coding is designed to exploit coding opportunity in context of inter-session. In

intra-session network coding, coding is restricted to packets belonging to the

same session, and in inter-session coding, coding is allowed among packets be-
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longing to possibly different sessions. These existing schemes aim to provide

incentives for intra-session network coding protocol e.g. MORE [17], however

did not consider the scenarios of inter-session network coding.

In this work, we first present a simple but powerful payment scheme that

guarantees each node will follow the XOR protocol. In this scheme, each source

node has to pay an amount of credits to the intermediate nodes to cover the for-

warding cost, such that the intermediate node is willing to forward the packets

for the source. The difference between our scheme and other existing schemes

is that our scheme considers the nature of XOR network coding in packet for-

warding and provides incentives to each node for XOR-ing packets whenever

possible. We can rigorously prove that under this payment-based scheme, it is

a dominant strategy for each forwarding node to follow the XOR protocol.

Moreover, we consider the overpayment of source node in our basic pay-

ment scheme, and propose an enhanced payment scheme using Support Vector

Machine (SVM) [27] model to reduce source payment. We know in XOR proto-

col, intermediate nodes are required to XOR packets in different sessions. For an

intermediate node, the real cost of forwarding packets can be reduced if multi-

ple packets are XOR-ed into one before transmission. The reason is that the node

only needs to forward one encoded packet instead of multiple native packets.

However, in distributed networks the source node can hardly know how

many times the packets has been or will be XOR-ed along their forwarding path.

Although the source node may require each intermediate node to report its real

cost of forwarding, these intermediate nodes can still cheat in reporting and

demand false payments. Without knowledge of real cost of each intermediate

node, the source node has always to assume that it has experienced the worst
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case (no packet has been XOR-ed throughout the session) when paying credits

for forwarding. Otherwise the amount of payment is insufficient once the worst

case happens, which leads to the failure of the payment scheme. In other words,

the basic payment scheme can not benefit from the nature of XOR network cod-

ing.

Meanwhile, for many nodes that need to make payments, such overpay-

ments can be undesirable or even unaffordable. Therefore, we need an en-

hanced scheme based on our payment-based scheme to lower the source pay-

ment to a reasonable level in wireless networks using XOR network coding.

To address this problem, we propose an enhanced payment scheme using

SVM model, in which source node exploits historical data through a training

process and consequently achieves a payment prediction. The amount of pay-

ment can be reduced to a reasonable level.

Our contributions can be summarized as follows:

• We design a basic payment scheme under which each intermediate node

has incentives to follow the XOR protocol. And we rigorously prove that

to maximize the utility, the intermediate node has to XOR as many as pack-

ets as possible in our model.

• We also consider the overpayment problem and present an enhanced pay-

ment scheme, in which source node can largely reduce its payment using

SVM learning.

• We perform extensive simulations and the results demonstrate that, under

our schemes, the intermediate node will always harm itself if it deviates

from the XOR protocol. Moreover, the results show that our enhanced
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scheme can reduce the source node’s payment to a reasonable level and

make it close to the real forwarding cost.

2.3.2 Basic Payment Scheme

Suppose there is a source node S which chooses a set of n intermediate nodes

I = {1, . . . , n} along its transmission path. We assume that forwarding pack-

ets will induce costs to an intermediate node because of energy consumption,

transmission overhead, etc. And we assume that the cost depends on the length

of data: transmitting data of length 1 has β units of cost. Denote by L the total

length of data need to be forwarded in a session. Thus the cost of intermediate

node i to forward all data is ci(L) = βL. The utility of node i in the entire session

is

ui(L) = ps
i (L)− ci(L) = ps

i (L)− βL, (2.1)

where ps
i (L) denotes the payment from S to i for forwarding data of length L.

We observe that each intermediate node i has incentives to forward data as

long as

ui ≥ 0. (2.2)

Given Equation (2.1) and (2.2), we know an intermediate node i will forward

data of length L for S as long as the payment satisfies:

ps
i (L) ≥ ci(L) = βL. (2.3)
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Therefore, the lower bound of payment ps
i (L) is βL. And the lower bound of

overall payment (we call maximum payment in the rest of this work) for the

entire session is

ps
max(L) =

n

∑
i=1

ps
i (L) ≥

n

∑
i=1

βL = βnL. (2.4)

In practice, credits should be paid after data is successfully received by the

receiver. Each intermediate node i should report a feedback to S, if i can decode

all data from its upper hop (i− 1). Upon receiving this feedback report from i,

S pays corresponding credits to (i− 1). To defend against cheating in reporting,

we can use digital signature. Note that in order to reduce overheads of our algo-

rithm, feedback reports can be bundled into one and sent back to S periodically,

instead of immediately after the session finishes. Consequently the credits are

paid periodically rather than in real time.

Theorem 1. In our basic scheme, an intermediate node has incentives to follow the

protocol to XOR packets whenever possible.

Proof. Suppose an intermediate node i is involved in q sessions during time

interval ∆t. Without loss of generality, we assume these q sessions begin and

finish within ∆t. Suppose the strategy to follow XOR network coding protocol

is s∗, and the utility of i when choosing strategy s is ui(s).

If i follows XOR network coding, we know i will XOR as many packets as

possible. Hence whenever i deviates from the protocol, it XORs less data than

it should. In other words, some extra cost is induced since these data should be

forwarded in a new transmission. Suppose i chooses a strategy s′ ̸= s∗ and thus

deviates from the protocol d(s′) times during ∆t. We denote c0 as the forwarding
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cost of i for all q sessions following s∗. We denote cj
i(s
′) as the extra cost induced

to i in its j-th deviation under strategy s′. Simply we know

cj
i(s) > 0, ∀0 < j ≤ d(s). (2.5)

Moreover, in our basic scheme the payment for i in each session is fixed.

During ∆t, the utility of i when choosing strategy s′ is

ui(s′) =
q

∑
j=1

pj
i − (c0 +

d(s′)

∑
j=1

cj
i(s
′)) (2.6)

=
q

∑
j=1

pj
i − c0 −

d(s′)

∑
j=1

cj
i(s
′) (2.7)

= ui(s∗)−
d(s′)

∑
j=1

cj
i(s
′). (2.8)

Therefore, given Equation (2.5) we have

ui(s′) < ui(s∗), ∀s′ ̸= s∗. (2.9)

2.3.3 Enhanced Payment Scheme using SVM model

Although the basic payment scheme guarantees that all intermediate nodes fol-

low XOR protocol truthfully, we still need to address the overpayment problem

in order to make our scheme efficient and practical.

In distributed wireless networks, a source node can hardly have complete

knowledge about the entire network, such as network topology, active sessions,
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etc. Information exchanging and sharing among nodes are always limited and

inadequate. Hence it is impossible for a source node to trace all the packets

along the forwarding path, or to calculate the real forwarding cost of each in-

termediate node precisely. In addition, although source node may require inter-

mediate nodes to report their real cost of forwarding after session transmission,

those intermediate nodes may not truthfully report for the sake of better pay-

ments, therefore can not be trusted by source node.

To address this problem, we propose an enhanced payment scheme using

SVM model [27], in which source node exploits historical data through a train-

ing process and consequently achieves a payment prediction. The amount of

payment can be thus reduced to a reasonable level.

One major advantage of SVMs is that it can deliver a unique and global

solution, which can not be achieved by other training models such as Neural

Networks. Moreover SVMs avoid overfitting by choosing the maximum margin

separating hyperplane in a higher dimensional space than the input space. The

complexity of calculations in SVMs does not depend on the dimension of the

input space but on the number of support vectors, which makes it more efficient

than others when we have inputs with large dimensions.

In our system, the forwarding cost of node i is closely related to i’s frequency

of XOR-ing packets. Suppose an intermediate node serves for two sessions, and

the two sessions have the same packet length and transmit at the same rate. If

this node XOR all packets of these two sessions, then the forwarding cost of this

node is halved through XOR coding. The more an intermediate node does XOR

coding, the less forwarding cost it takes. The chance of XOR coding depends on

the number of sessions this intermediate node involves concurrently. Therefore,
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we focus on the information of concurrent sessions each intermediate node i

involves.

We model the input data vector for SVM as x = ( f1, f2, . . . , fn), where n is the

total number of nodes in the network and each component denotes the weight of

a node. The weight indicates the activeness of the node. The higher the weight is

evaluated, the more likely the node can make XOR coding. We define a function

f = Ω(x; R1, . . . , Rx) to compute the weight of a node if this node is involved

in x concurrent sessions. Ri is the transmission rate of session i. Ω() should be

a strictly increasing function and determined by the administrator. Specifically,

in our SVM model ( f1 ≥ f2 ≥ . . . ≥ fn). In other words, f j(1 ≤ j ≤ n) denotes

the j-th largest weight among all nodes. Therefore, the dimension of input data

vectors is n.

Label y denotes the class that a training input x belongs to, and the input pair

(x, y) is used to train the SVM model. The training data can be viewed as labeled

points in an n-dimension input space V. In SVM model, the learning task is to

find directed hyperplanes in V such that those points with the same label can

be classified in the same separated space of V. The directed hyperplane found

by a SVM is intuitive: it is the hyperplane which is maximally distant from the

classes of labeled points located on each side. Thus, the closest points on both

sides have most influence on the position of the separating hyperplane, and are

therefore called support vectors. The distance between the support vector to the

separating hyperplane is called the margin. SVM technique is to find a separat-

ing hyperplane which can provide the largest margin in order to minimize the

generalization error. The separating hyperplane is given as w · x + b = 0, where

· denotes the inner product, w determines the orientation and b is the offset of
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the hyperplane from the origin in V.

In an example of two-class SVM model with data xi(i = 1, . . . , m) and yi =

±1, and let the decision function be

f (x) = sgn(w · x + b). (2.10)

We also implicitly define a scale for (w, b) by setting w · x + b = 1 for the closest

support vector to the separating hyperplane on one side, and w · x + b = −1 for

the closet support vector on the other side. Then the problem of maximizing the

margin is equivalent to minimizing

1
2
||w||22, (2.11)

subject to the constraints:

yi(w · xi + b) ≥ 1, ∀i. (2.12)

As a constrained optimization problem, the above formulation can be reduced

to minimization of the following Lagrange function:

L(w, b) =
1
2
(w · w)−

m

∑
i=1

αi(yi(w · xi + b)− 1), (2.13)

where αi are Lagrange multipliers and αi ≥ 0. Therefore we can compute w

and b by taking the derivatives with respect to w and b, and further have our

decision function f (x) determined.

Given Equation 2.13, in order to compute the minimum value, we take the
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derivatives of L(w, b) with respect to w and b and set them to zero:

∂L
∂w

= w−
m

∑
i=1

αiyixi = 0 (2.14)

∂L
∂b

= −
m

∑
i=1

αiyi = 0. (2.15)

Substituting w from Equation (8) back into L(w, b), we get a new formulation:

W(α) =
m

∑
i=1

αi −
1
2

m

∑
i,j=1

αiαjyiyjxixj, (2.16)

which should be maximized with respect to the αi subject to the constraints:

αi ≥ 0, (2.17)

m

∑
i=1

αiyi = 0. (2.18)

In SVM, we know that the generalization error bound does not depend on

the dimensionality of the space. Therefore if we substitute xixj with K(xi, xj) =

Φ(xi)Φ(xj) in Equation 2.16:

W(α) =
m

∑
i=1

αi −
1
2

m

∑
i,j=1

αiαjyiyjK(xi, xj), (2.19)

which makes us easier to find a solution for the problem. In other words we

map the data points in V into a new space V′ (in most cases a higher dimen-

sional space that we call feature space). We call this K(xi, xj) a kernel function,

while in our system we use the linear kernel K(xi, xj) = xixj as our kernel func-
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tion (there are some other non-linear kernels, e.g. a Gaussian classifier when

K(xi, xj) = e−(xi−xj)
2/2σ2

, however linear kernel serves very well in our system

and moreover faster than other kernels). By solving the problem in Equation

(2.16) subject to (2.17)(2.18), we can obtain αi and furthermore b. Thus for a test

input xs, decision zs is the determined class for the test input xs after training.

zs = sgn(
m

∑
i=1

αiyixixs + b). (2.20)

Suppose there are k classes in the model. Each class represents the percent-

age of maximum payment ps
max that source node S can reduce to. Denote by

P(z) the percentage represented by class z. To build a k-class SVM model based

on the knowledge of two-class model, we can do as follows: [19]:

1. for each incoming test data, we hold a decision list which is initialized

with a list of all classes;

2. the test data is evaluated against the decision function that corresponds to

the first and the last element in the list;

3. if the test data is determined to be in one of above two classes, the other

class is eliminated from the list;

4. repeat step 2 and 3 for (k− 1) times until there is only one class in the list,

then the test data belongs to this class.

Hence, a source node S may calculate its payment prediction using SVM model:

ps
svm = P(zs)ps

max. (2.21)
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Before a source node begins transmission, it requires other source nodes to

share their historical data and session information. In return, the source node

will send its own data to those who are willing to share. If there exists a source

node that does not respond to any data sharing request, then it may not get

others’ historical data either. Without help from others, this isolated source node

can not reduce its payment and thus suffer from the overpayment problem.

The historical data about session path and payments are paired as training

data for the SVM model. For example, if node i reports one of its historical

session information x′i and payment y′i to source node S, then (x′i, y′i) is used by

S as a training input in our SVM model. On the other hand, S should build its

own test data based on the path information of all concurrent sessions. Source

node first counts the number of sessions each node involves, then computes the

weights of all nodes and obtains the test input xs by sorting their weights. If

S inputs xs to the SVM model after training, it can have the decision zs as an

output.

After S gets the decision zs, it has to further compute the payment for each

intermediate node. Because the probability of each intermediate node to XOR

packets varies, their forwarding costs are different. The source node should pay

less to the intermediate node which has higher chance to make XOR coding.

One possible solution is to divide the payment according to each node’s weight:

Suppose g(i) = 1
fi

. Denote by C(i) the number of concurrent sessions node i

involves. The payment from source node S to intermediate node i is

ps
i =

g(i)
∑j∈I g(j)

ps
svm (2.22)
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=
g(i)

∑j∈I g(j)
P(zs)ps

max, (2.23)

where I is the set of all intermediate nodes. Similarly, the payment for each in-

termediate node in the enhanced payment scheme may be cleared periodically.

The description of our enhanced scheme using SVM learning is shown in

Algorithm 4

2.3.4 Evaluations

We integrate our schemes into XOR network coding protocol using Glomosim.

Our experiments have two major objectives. First we want to illustrate that, un-

der our basic scheme, an intermediate node has incentives to follow the XOR

protocol. The other objective is to show that our enhanced scheme can effec-

tively reduce source payments while ensuring the error prediction rate is ac-

ceptable. To achieve these objectives, we design three sets of experiments:

• In our first set of experiment, we focus on the utility of an intermediate

node when this node behaves in five different modes when XOR-ing pack-

ets under our basic payment scheme. The node may choose to XOR pack-

ets in probability of 0%, 20%, 50%, 80% and 100%. The results show that

the more packets it XORs, the more utility it gains. Also, we evaluate how

these behaviors affect the system throughput.

• In the second set, we evaluate the effectiveness of the enhanced payment

scheme. By comparing the maximum payment and the predicted payment

of a random source, then comparing the predicted payment and the real

cost of the same source, the results show that our enhanced scheme can
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reduce the source payment to a reasonable level with an acceptable error

rate (less than 5%).

• In the third set, we focus on the payment correctness for each intermediate

node. The results show that our enhanced scheme let source node fairly

distribute payments to each intermediate node. When we moderately in-

crease the amount of payment prediction, the results show that the case of

insufficient payment to intermediate nodes never happens.

In Glomosim, we consider a wireless network with 10 nodes using XOR net-

work coding. In each test, we assume there are two types of data transmission

sessions: background sessions and test sessions, where background sessions are

active all the time and all test sessions begin and end simultaneously. The rea-

son why we use background session is that we allow the background session to

fully exploit the free bandwidth of links when we evaluate the system through-

put. Thus we can measure the improved system throughput under the XOR

protocol.

There are three kinds of transmission rate that are used in our evaluation:

1Mbps, 2Mbps and 4Mbps. All sessions use packets of length 1024 during trans-

mission. And we define the weight function as Ω(x; R1, . . . , Rx) = ∑x
i=1(γ(Ri)),

where γ(1) = 1, γ(2) = 1.5, γ(4) = 2. Also we use 10-class SVM model in the

evaluation, while P(i) = i
10

Basic Scheme

We evaluate how intermediate nodes’ different behaviors affect their utili-

ties under our basic payment scheme. In this set of experiments, we generate

1 background session with transmission rate 2Mbps and 2 test sessions with
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transmission rate 1Mbps and 4Mbps respectively. Each pair of source and des-

tination is randomly picked.

First, we randomly pick 1 intermediate nodes from a test session in a trans-

mission scenario, and observe its utility within this session. We repeat the trans-

mission scenario for 5 times, while only the selected node changes its XOR cod-

ing strategies in each run, and other nodes always follow the XOR protocol. The

selected node has five XOR coding strategies, and under each strategy the node

XORs packets with a different probability. In our tests, the probabilities are 0%,

20%, 50%, 80%, and 100%. In other words, the selected node may never XOR

packets although there are coding opportunities(in case of 0%), or may XOR

packets whenever possible (in case of 100%). After that, we randomly pick 4

more nodes and do the same tests. The result is shown in Figure 2.5: Note that

when the nodes do not XOR any packet (in case of 0%), the utilities are all 0. The

reason is that the payment for each node is computed based on the cost when

no packet is XOR-ed as in Equation (2.3). And if their probabilities of XOR-

ing packets increase, they gain more utilities. In these experiments, following

the XOR network coding protocol will bring each intermediate node with the

maximum utility under our basic scheme.

Then we repeat the above simulation again, and this time we evaluate their

utilities of all involved sessions. Likewise, they have the same XOR strategies as

in above tests. And we totally pick 5 random nodes to make these experiments.

In these tests, we want to observe how the XOR strategy affects the overall util-

ity of a node. In Figure 2.6, the result shows that they also gain 0 utilities when

they do not follow the protocol at all. And still they gain more utilities if they

choose to XOR more packets.
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Figure 2.5. Comparison of utility changes in one session among 5 randomly picked
intermediate nodes in Section 2.3.

Figure 2.6. Comparison of utility changes in all involved sessions among 5 randomly
picked intermediate nodes in Section 2.3.

In above experiments, we have shown that under our basic scheme, differ-

ent XOR strategies lead to different nodes’ utilities. Here we want to show that

different XOR strategies will also affect the system throughput. Suppose all the

nodes choose one of the three XOR strategies at the same time in this evaluation:

0%, 50% and 100%. To better illustrate, we allow the background session to in-

crease its transmission rate whenever possible. The evaluation results of system

throughput in shown in Figure 2.7, in which 100 results of each XOR strategy

are represented in terms of cumulative fraction. We can see that when all the

nodes follow the XOR protocol, the average system throughput is larger than
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Figure 2.7. The cumulative fractions of system throughput when nodes follow three
different XOR coding strategies in Section 2.3.

that when all nodes deviate.

Enhanced Scheme

In the second set of experiments, we generate random number of test ses-

sions at random transmission rate (1Mbps, 2Mbps or 4Mbps). We randomly

choose pairs of source and destination in each simulation. And Overall we run

this simulation 100 times.

First, we assume that a randomly picked source node may choose to follow

our enhanced scheme (in other words, willing to share its historical data and

routing path information with other nodes) or not. Note that all other nodes will

follow the enhanced scheme. We focus on the payment comparison between

these two situations. In the first case, the source node can not use SVM model

to predict a reduced payment, therefore has to choose a maximum payment

ps
max. While in the latter case, the source node can obtain a payment prediction

ps
svm after SVM training. We record the ratio P1 = ps

svm
ps

max
in each run, where P1
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Figure 2.8. The ratio of the payment prediction to the maximum payment of a random
source node in Section 2.3.

is actually the predicted percentage P(zs) of SVM. In Figure 2.8, we notice that

30% ≤ P1 ≤ 100% in this set of experiments, which means the enhanced scheme

can reduce the source payment by up to 70%.

In each run, we also compare the payment prediction ps
svm and the entire

forwarding cost for the test session cs. we record the ratio P2 = cs
ps

svm
and the

results are shown in Figure 2.9. We can see that in over 80 out of 100 runs, P2

lies in range of (0.8, 1), which means that the payment predictions are close to

the real costs and stay larger in order to provide positive utilities in these runs.

In 2 runs, the payment prediction is insufficient to cover the cost ps
svm < cs. In

this evaluation, the SVM model prediction error rate 2% is acceptable.

In Figure 2.8 and 2.9, we have shown that our enhanced scheme provide a

reasonable overall payment prediction to the source node. In Figure 2.10 and

2.11, we want to show that each intermediate node will receive sufficient pay-

ment under the enhanced scheme.
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Figure 2.9. The ratio of the real forwarding cost to the payment prediction of a random
session in Section 2.3

We design the third set of experiments as follows: In each run, we pick ran-

dom number of pairs of source and destination. The sessions are test sessions

and all transmission rates are randomly determined. Meanwhile, the enhanced

scheme is implemented in the network.

We compare the payment to a random intermediate node with its real cost

of forwarding. In Figure 2.10, we select 7 intermediate nodes and display the

value of their payments together with their real forwarding cost. We can see that

the payment is either slightly larger than or equal to the cost, which indicates

that our enhanced scheme is good. In Figure 2.11, we study the ratio of real for-

warding cost to its received payment of a random node in 100 runs. In this test,

to ensure that all intermediate nodes receive sufficient payment, we moderately

increase the class level of prediction result by 1. We notice that in most cases (97

out of 100 runs), the cost is slightly less than the payment, while in other 3 runs,

the node takes much less cost in forwarding. Overall, the payment is always

sufficient for a randomly picked intermediate node.
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Figure 2.10. Comparison of the received payments among 7 random nodes in Sec-
tion 2.3.
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Figure 2.11. The ratio of the real forwarding cost to the received payments of a random
node in Section 2.3.

Overhead

In the basic scheme, the computation complexity is Θ(1) and the communi-

cation between source and intermediate nodes is about feedback reporting and

not required to be done in real time. Therefore, the overhead analysis in the

basic scheme is trivial.

In our enhanced scheme, we build our SVM model using Matlab SVM tools.

The communication overhead is induced when source and other nodes share
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Table 2.1. Communication overhead of the enhanced scheme in Section 2.3
Overhead N=10 N=20 N=30

Communication 63ms 77ms 94ms

Table 2.2. Computation overhead of the enhanced scheme in Section 2.3
N=10,D=100,k=5 N=10,D=500,k=5 N=10,D=1000,k=5

45ms 376ms 1.65s
N =10,D=100,k=10 N=10,D=500,k=10 N=10,D=1000,k=10

99ms 846ms 3.71s
N=20,D=100,k=5 N=20,D=500,k=5 N=20,D=1000,k=5

125ms 377ms 1.65s
N =20,D=100,k=10 N=20,D=500,k=10 N=20,D=1000,k=10

281ms 848ms 3.71s

historical data and session information, which can be done in a round-trip man-

ner. Therefore this overhead is determined by the largest round trip delay be-

tween source and other nodes.

The computation overhead of the enhanced scheme is determined by the

time consumed in SVM data training and predicting. In Table 2.1 and 2.2, we

list the communication and computation overhead in different circumstances,

where N denotes the number of nodes in the network, D denotes the size of the

set of training data, and k denotes the number of classes in SVM model.

From Table 2.1, we can see that the communication overhead in the enhanced

scheme is less than 100ms. The results in Table 2.2 show that the computation

overhead in the enhanced scheme linearly increases by the number of classes k,

and is mostly affected by the size D of the training data set.

2.3.5 Summary

In this work, we consider the incentive compatibility in wireless networks us-

ing XOR network coding. First we present a basic payment scheme to provide
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incentives for each intermediate node to follow XOR protocol. We show that

under our basic scheme, deviating from the XOR protocol leads to utility de-

crease in the experiments, thus all intermediate nodes have incentive to follow

the XOR protocol. However, due to the nature of XOR network coding, the real

cost can be reduced through XOR-ing multiple packets into one. To fight against

overpayment problem, we propose an enhanced payment scheme using SVM

model. In this scheme, sources share their historical data before transmitting,

and these data are used to train a SVM for payment prediction. Payment pre-

diction are categorized into different percentages of the maximum payment that

we have in the basic scheme. The results show that the enhanced scheme can

reduce the payment by up to 70%, while ensuring a low prediction error rate.
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Algorithm 1 Certificate Processing

Input: number of nodes n, threshold t, a random number k, a sufficient
long array of certification messages M1, M2, . . ., a sufficient long array of
primitive elements {g1, g2, . . .}, a polynomial P(x) with random efficient
{c0, c1, ..., ct−1} and c0 ̸= 0.
Init:

1. The central bank creates secret shadow for each node:
P(x) = c0 + c1x + c2x2+, . . . ,+ct−1xt−1,
k1 = P(1),
k2 = P(2),
. . . ,
kn = P(n)

2. (ki, i) is sent to node i

3. The central bank publishes the information for threshold decision sessions
C1 = (gk

1, M1gc0k
1 ), C2 = (gk

2, M2gc0k
2 ), . . .

Repeat:

1. The central bank collects a threshold decision session result {i, d, Mh} from
node i, where d indicates the sequence of transmission session, h indi-
cates the sequence of threshold decision session, and Mh is the certifica-
tion message generated for hth threshold decision session.

2. The central bank checks the validity of Mh and determines whether it has
been used before.

3. If no cheating message is found in {i, d, Mh}, the central bank accepts
the payment recalculation request for node i’s dth transmission session.
And the central bank will punish the source node.

4. Else, the central bank punishes the node that sent the threshold session
result.

5. The central bank repeats steps 1-4 if available.
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Algorithm 2 Threshold Decision

Input: number of nodes n, threshold t, transmission session sequence d,
threshold decision session sequence h, each node’s own shadow informa-
tion (ki, i), public information for each threshold decision session C1 =

(gk
1, M1gc0k

1 ), . . ., and a timer T.
Procedure:

1. Node i finds its payment miscalculated and thus broadcasts its thresh-
old decision request, which contains his own calculation result p(i, d),
where i is the node sequence and d indicates it is the dth transmission
session. Node i also starts the timer T.

2. Any other node that receives the message p(i, d) from node i should calcu-
late the corresponding payment for node i’s dth transmission based on
the loss probability matrix it holds.

3. If node j agrees with node i’s claimed payment, it replies to node i with the

information (j, g
kkj
h ), where h indicates it is the hth threshold decision

session, and g
kkj
h is the modified secret shadow node j can share with

node i.

4. If node j does not agree with node i, it does not response.

5. Once node i collects at least t shadows including its own, it stops the
timer T. Without loss of generality, define those secret shadows
by (1, gkk1

h ), ..., (t, gkkt
h ), it computes ai following the equation ai =

∏t
s=1,s ̸=i

(0−i)
(i−s) (module p) . Then node i has g′h(i) = (gkki

h )ai

6. From equation
Mhgc0k

h ∏t
i=1 g′h(i) = Mhgc0k

h g−c0k
h = Mh,

node i retrieves the certification message Mh

7. If timer T timeout and only less than t shadows have been collected, node
i will end its threshold decision session.

Output: Node i reports the threshold decision session result {i, d, Mh} to the
central bank if it successfully recovers the certification message Mh and the
central bank is available.
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Algorithm 3 Source Node Payment Calculation

Init: total length of session data L, a set of all nodes, system parameter β

1. S computes its routing path and obtains a set of intermediate nodes I =
{1, . . . , n}

2. S calculates its payment to node i: ps
i (L) = βL.

3. If S receives a feedback report from node i, then it pays credits ps
i−1 to node

(i− 1).

Algorithm 4 Enhanced Payment Scheme for Source Node S

Init: length of session data L, a set of all nodes, system parameter β

1. S shares historical data and session information with other sources.

2. S computes its routing path and obtains a set of intermediate nodes I =
{1, . . . , n}

3. S calculates its maximum payment for this session: ps
max = βnL.

4. S builds a training data set from historical information of all nodes.

5. S builds its test input xs given path information of all concurrent sessions.

6. S trains the SVM model using the data set.

7. S inputs xs to the SVM model and gets the decision zs.

8. S computes its new overall payment ps
svm as in Equation (2.21).

9. S pays its new payment to node i ∈ I as in Equation (2.22), if S receives a
feedback report from node (i + 1).



Chapter 3
Incentive Compatible Scheme for

Cooperative Relay in Cognitive

Radio Networks

3.1 Introduction

Cognitive radio networks [62][63][64] have received a lot of attention in recent

years, because they allow secondary users to detect the spectrum not used by

primary users and thus improves the utilization of spectrum. In cognitive radio

networks, cooperatively relay [65]-[71] is a new approach in which nodes help

each other to relay traffic, so that better performance can be achieved.

Two types of cooperative relay have been proposed in cognitive radio net-

works these years. The first type of cooperative relay is between primary and

secondary users, where secondary users seek opportunities to relay data for
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the primary user in exchange for some time for its own data transmission in

primary users free spectrum. This type of cooperative relay [65][66],[81]-[89]

has been extensively studied recently; lots of interesting results have been ob-

tained, including some based on game theory. Although this kind of relay is a

promising method to achieve better efficiency of the spectrum resource, works

in this category generally assume the primary user is a licensed user who owns

the spectrum property and may choose to lease portions of the spectrum to the

secondary users. Thus they might not be suitable for other spectrum sharing

models.

The second kind of cooperative relay is proposed to improve the spectrum

utilization when primary users are not necessarily involved. In particular, Jia,

Zhang and Zhang [67][68] notice that the spectrum availability of secondary

users in cognitive radio networks is heterogeneous, and secondary users may

have different traffic demands. Consequently, they propose protocols in which

secondary users use their spare spectrum to relay traffic for other secondary

users, in order to improve the spectrum usage of all secondary users. Thereafter,

many studies have been conducted on this type of cooperative relay [69][70][71].

3.2 Towards Cheat Proof Cooperative Relay for Cog-

nitive Radio Networks
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3.2.1 Background and Motivation

In cognitive radio networks, J. Zhang and Q. Zhang [82] propose a protocol

for cognitive radio networks in which secondary users relay packets for their

primary user as rewards (in addition to paying the primary user) for allowing

them to use the primary user’s licensed frequency band. To analyze their pro-

tocol, they assume involved users are selfish, and model the interactions among

secondary users as a strategic game, which is a part of an extensive game (more

precisely, a Stackelberg game) that represents the entire process of cooperative

relay. They elegantly show that the primary user can maximize its own util-

ity while all secondary users reach the unique Nash Equilibrium (NE) in their

strategic game.

While the existing protocols for cooperative relay are very interesting and

useful, there is a crucial problem that has not been investigated: in reality, self-

ish users may cheat in cooperative relay, e.g. reporting false transmission rates

about their relay channels, in order to benefit themselves. Such cheating behav-

ior may harm other users and thus lead to poor system throughput. For exam-

ple, in the Zhang-Zhang protocol [82], when secondary users are in the NE, each

secondary user’s equilibrium strategy depends on other users’ secondary links’

transmission rates. Consequently, if a selfish secondary user cheats by reporting

a wrong transmission rate of its own secondary link, then other users may be

misled to choose strategies that benefit the cheater and harm themselves. We

present a detailed study of such cheating behavior, demonstrating how a user’s

cheating behavior can benefit himself and harm other users. We also illustrate

how cheating behaviors affect the system throughput negatively.

Given the threat of selfish users’ cheating, our objective in this work is to
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suppress the cheating behavior of selfish users in cooperative relay, so that all

these users have incentives to follow the protocol. We achieve this objective

through two steps. In our first step, we focus on the interactions among sec-

ondary users, and design a basic scheme that gives selfish users incentives to

follow the protocol faithfully, i.e., not to cheat. Our basic scheme guarantees

that if a secondary user cheats in these interactions, the cheating behavior never

benefits himself. Hence, under the basic scheme we design, secondary users

have no incentive to cheat. In our second step, we use simple security tech-

niques to extend our scheme to the entire process of cooperative relay, which

involves not only the secondary users but also the primary user. The extended

scheme suppresses cheating behavior throughout the entire process of cooper-

ative relay, so that selfish users have incentives to follow the protocol faithfully

all the way through the entire process.

Our contributions can be summarized as follows:

• We design a basic scheme for interactions among secondary users, which

is the first cheat-proof scheme for cooperative relay in cognitive radio net-

works. In the model of strategic game, we rigorously prove that under our

scheme, it is a dominant strategy for secondary users to faithfully follow

the protocol. In other words, cheating is never beneficial under our basic

scheme.

• We also extend our scheme to the entire cooperative relay process. In an

extensive game model that involves all users, we prove that it is a Sub-

game Perfect Nash Equilibrium (SPNE) for both primary user and sec-

ondary users to follow our extended scheme.
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• We consider fairness and propose an approach to reduce starvation of sec-

ondary users while maintaining good throughput.

• We perform extensive simulations. Results demonstrate that, without our

schemes, a secondary user can cheat to benefit himself while harming

other users. In contrast, with our schemes, a user’s cheating is never ben-

eficial to himself. By suppressing cheating behavior, our schemes improve

the system throughput in face of selfish users.

3.2.2 Basic Scheme to Suppress Cheating

In the strategic game among secondary users, the set of players is S. Since we

can easily detect the cheating behavior if a secondary user pays an amount not

identical to what it claims, we assume the secondary users are smart enough

that they always pay amounts identical to what they claim. For each i ∈ S, the

action defined in our game is to report a payment ci to the primary user. Based

on the profile of all players’ actions, player i gets utility

ui = w(1− α)Riti − ci, (3.1)

where w is the amount of equivalent payment for each unit of data transmission

rate, and ti is ratio of the assigned access time to the duration of the third phase.

Intuitively, this utility is equal to the benefit of accessing the free channel minus

the payment to the primary user.

Given the system model, we can now build a cheat-proof scheme for coop-

erative relay. To illustrate the need for cheating suppression, we first briefly

describe possible cheating behavior in (this model of) cooperative relay. Then,
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to suppress such cheating behavior, we design and analyze a basic cheat-proof

scheme for cooperative relay.

Cheating Behavior

In other existing protocols, the secondary users have to report their own data

rates Ri to other users. However, in practice a selfish secondary user may cheat

on such information in order to benefit itself. Based on this observation, we

have the following general result on cheating:

Lemma 1. Consider a cooperative relay protocol in which, for i ∈ S, ci = θi((Rj)j∈S), ti =

ωi((cj)j∈S), where θi() and ωi() are piece-wise continuous functions (for all i ∈ S).

Define ηi() as ηi((Rj)j∈S) = ωi((θj((Rj′)j′∈S))j∈S). If there exists i ∈ S such that

there is a segment (RL, RH) ⊂ (0,+∞) on which

∃R−i s.t.
∂ηi

∂Ri
((Rj)j∈S) ̸= 0, (3.2)

then following the protocol is not a NE.

Proof. We use the value of R−i from Equation (3.2). By Equation (3.2) we know

there exists R†
i , R△i ∈ (RL, RH) such that ηi(R†

i , R−i) ̸= ηi(R△i , R−i). Without

loss of generality, assume ηi(R†
i , R−i) < ηi(R△i , R−i). Now consider a game in

which player i’s transmission rate is R†
i . Since

ui((ci, R†
i ), (c−i, R−i)) = w(1− α)Riηi(R†

i , R−i)− ci

< w(1− α)Riηi(R△i , R−i)− ci

= ui((ci, R△i ), (c−i, R−i)),

player i will gain more utility if it reports a false transmission rate R△i rather



64

than R†
i . Therefore, truthfully following the protocol is not a NE.

Lemma 1 tells us that a secondary user i can increase its assigned access time

by reporting a false value of its own transmission rate, and thus increase its own

utility.

Hence, a natural question arises: can we detect cheating by examining the

consistency between Ri and ci using the equation ci = θi((Rj)j∈S)? Unfortu-

nately, the answer is no for existing protocol, because in general a secondary

user i can find a pair (c′i, R′i) that increases ti and further ui but satisfies c′i =

θi(R′i, R−j).

Below is a numerical example in the Zhang-Zhang protocol [82], in which we

want to show that secondary users may cheat intelligently in order to avoid be-

ing detected and increase utility. In their model, ci = w(1− α)(k− 1)[∑j∈S
1
Rj
−

k−1
Ri

](∑j∈S
1
Rj
)2 and ti = ci

∑j∈S cj
. 1 From Equation (3), the utility of each sec-

ondary user i is ui = w(1−α)ciRi
∑j∈S cj

− ci. Assume that w = 2, α = 0.5, k = 3,

R1 = 2.5579, R2 = 2.8126, R3 = 3.4240. If all users faithfully report their

channel information, the payment of each user should be c1 = 0.4759, c2 =

0.6072, c3 = 0.8426 from the above equation. And the utilities for users are

u1 = 0.1562, u2 = 0.2796, u3 = 0.6555. Now consider a situation in which user 1

cheats: suppose it chooses to report its transmission rate as R′1 = 5.0 and keeps

its payment consistent with the reported transmission rate c′1 = 1.2461. From

above utility equation, user 1’s utility becomes u′1 = 1.3943, which is greater

than its original utility u1 = 0.1562. This false report also changes the utilities

of users 2 and 3: u′2 = 0.5249 and u′3 = 0.0034. In this case, user 1’s cheating

1We adopt the payment function in the Zhang-Zhang protocol, because it is the only one that
considers secondary users’ payments in existing related work.
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behavior benefits himself but harms user 3.

Design of Basic Scheme

In order to suppress cheating in cooperative relay, the main idea underlying

our design of a cheat-proof scheme is that we should make sure a user’s utility

is never affected by any other user’s reported transmission rate.

To achieve this objective, we examine the definition of utility, Equation (3.1).

For a secondary user i, the payment ci and the access time ti calculated in exist-

ing protocols can be affected by other users’ reported transmission rates. Hence,

we design a new method of payment determination and time assignment such

that ci and ti are not affected by any other user’s reported transmission rate.

And each secondary user does not have to report its own transmission rate to

the primary user and other secondary users.

Of course, to make the scheme practical, there are additional requirements

on the time assignment method. For example, the assignment of access time

should be fair to all secondary users in S. Furthermore, when a secondary user

increases (decreases, resp.) its payment to the primary user, its assigned amount

of time should increase (decrease, resp.) accordingly.

A summary of our basic cheat-proof scheme is given as Algorithm 5. We

choose to use a simple method of access time assignment that satisfies all the

above requirements. Our method first divides the total amount of time for sec-

ondary access evenly among all the secondary users in S. Then, it reduces the

amount of time assigned to user i based on user i’s payment. More precisely, the

amount of time assigned to user i is multiplied by 1− c
ci

, where c is a constant

determined by the primary user.

The above method of access time assignment normally produces some left-
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Algorithm 5 Basic Scheme for Cheating Suppression

Input: S—selected secondary user set; α—time slot parameter; Ri—transmission rate; c—
constant selected by primary user; w—payment equivalent to one unit of transmission rate.
Before each time slot, secondary user i ∈ S does the follows:

1. Calculate (and make) the payment to the primary user

ci =

√
w(1− α)Ric

k
, (3.3)

where k = |S|.

2. In the third phase of the time slot, use the following ratio ti to compute the allocated time
for own access:

ti =
1
k
(1− c

ci
). (3.4)

over of the access time. Given Equations (3.3) and (3.4), we get the leftover time

ratio in each time slot

Tle f t = 1−
k

∑
i=1

ti = 1− 1
k

k

∑
i=1

(1−
√

kc√
w(1− α)Ri

). (3.5)

Using this equation which connects Tle f t to c, we can easily obtain that limc→0 Tle f t(c) =

0, which means the leftover can be negligible if the system parameter c is suffi-

ciently small. We will evaluate how c can affect the leftover and each secondary

user’s utility in a numerical example in the evaluation section. We can show

that although c may be very small, secondary users can still have positive utili-

ties which ensures that our scheme is feasible.

Following this algorithm, we guarantee that user i’s assigned time is not

affected by other users’ reported transmission rates. Moreover, the allocated ac-

cess time of each secondary user increases if they pay more to the primary user.

Note that although the primary user does not need to know each secondary

user’s own data transmission rate Ri, Ri does affect the secondary user’s pay-

ment thus further influencing the primary user’s utility.
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Theorem 2. In our scheme, it is a dominant strategy equilibrium (DSE) that all players

i ∈ S follow the protocol faithfully.

Proof. Assume that s∗i is the pure strategy of player i that follows the protocol

faithfully. That is, s∗i assigns probability 1 to action c∗i where c∗i =
√

w(1−α)Ric
k

and k = |S|. Based on Equation (3)(9)(10), when player i uses strategy s∗i , the

utility of player i is

ui(s∗i , s−i) =
w(1− α)Ri

k
(1− c

c∗i
)− c∗i

=
w(1− α)Ri

k
(1− c√

w(1−α)Ric
k

)

−
√

w(1− α)Ric
k

=
w(1− α)Ri

k
− 2

√
w(1− α)Ric

k
.

(3.6)

In contrast, consider the situation in which player i uses a mixed strategy

si ̸= s∗i . Suppose that c(1)i , c(2)i , . . . , c(m)
i are all the actions assigned positive

probabilities by si, and that their assigned probabilities are p1, p2, . . . , pm, re-

spectively. Clearly, si assigns positive probability to at least one action that is

not identical to c∗i . When action c(j)
i is taken, player i’s utility is

ui(c
(j)
i , s−i) =

w(1− α)Ri

k
(1− c

c(j)
i

)− c(j)
i

=
w(1− α)Ri

k
− (

w(1− α)Ric

kc(j)
i

+ c(j)
i )

≤ w(1− α)Ri

k
− 2

√
w(1− α)Ric

k

= ui(s∗i , s−i),

(3.7)
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where the last identity is due to Equation (3.6).

Therefore, for strategy si, we have

ui(si, s−i) = (1−
m

∑
j=1

pj)ui(s∗i , s−i)

+
m

∑
j=1

pjui((c
(j)
i , r(j)

i ), s−i)

≤ (1−
m

∑
j=1

pj)ui(s∗i , s−i)

+
m

∑
j=1

pjui(s∗i , s−i)

= ui(s∗i , s−i),

(3.8)

where the inequality is due to Equation (3.7).

Consequently, s∗ is a DSE.

3.2.3 Extended Scheme

The previous section presents a basic scheme to suppress cheating in the interac-

tions among secondary users. In this section, we extend the scheme to suppress

cheating throughout the entire process of cooperative relay, which involves both

the primary user and the secondary users. In other words, we need to take into

consideration the primary user’s selection of relay users, and also aim to sup-

press possible cheating during this selection. The prerequisite of our extended

scheme is that channel reciprocity holds for a reasonably long period of time

and that we need to achieve a high level of accuracy in channel measurements.

In some practical scenarios, the assumption of channel reciprocity is not reason-

able. We will discuss the approaches that could measure relay channel infor-
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mation without the assumption of channel reciprocity at the end of this section.

We assume that there are some fixed sending power levels (PW1, PW2, . . . , PWn)

secondary users may choose from, and such power levels are already known by

the primary user. In practice, this means secondary users use types of devices

known by the primary user. The channel gain amplitudes are assumed to be the

same for different sending power levels.

Cheating Behavior

As we have mentioned in technical preliminaries, in the first phase of coop-

erative relay, the primary sender PS distributes data to secondary users in S,

and in the second phase, the secondary users in S relay data to the primary re-

ceiver PR. The primary user chooses the set S which provides the largest utility.

From Equations (1.4)(1.5)(3.9), we know that the utility of the primary user is

affected by the reported channel gain h0i and hi0 of each secondary user i ∈ SU.

Suppose there is a secondary user i which has no chance to be selected as

a relay user if it truthfully reports its relay related information. However, by

cheating in values of |h0i| or |hi0|, secondary user i may mislead the primary

user to select itself as a relay user. As a result, this user i can benefit from the

cheating behavior, while on the other hand the primary user and the system

may be harmed.

Design of Extended Scheme

We model the interactions among all users, including the primary user and

the secondary users, in each slot as a two-stage extensive strategic game with

perfect information. Specifically, the utility function of the primary user is equal

to the value of the overall throughput through cooperative relay plus the sum



70

of the payments collected from selected secondary relay users:

u0 = wRP + ∑
i∈S

ci. (3.9)

The utility function of a secondary user is given above in Equation (3.1).

Although in practice there might be multiple primary users, we would like

to first present our model in the case where only one primary user is present.

The reason is that if there are multiple primary users, not only the secondary

users, but also the primary users have to bid for their demanding resources from

a game theory point of view. As a result, the game will become a double auction

instead of our current extensive game model. We found it very challenging if

we integrate the model of multiple primary users into current one, and would

like to study this new model in the future.

We consider a radio model, in which each involved device can freely de-

termine which power level among PW1, PW2, . . . , PWn is used to send signals,

and each such device can receive signals from others at any receiving power

level. Clearly, a major challenge for designing the extended scheme is to cor-

rectly measure |hi0| and |h0i| of selfish secondary user i by the primary user,

because these selfish users may use power control and cheat when reporting

the channel information. To address this challenge, we require secondary users

to send test signals to the primary user. 2

Specifically, we require secondary users to send test signals at their highest

and lowest power levels, respectively. PR computes |hi0| using the strengths of

the received test signals. Since the test signals are transmitted at two different

2Throughout our work, we assume such test signals must be sent by the secondary senders,
not by the secondary receivers, because only secondary senders are involved in data relay.
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power levels, there are two results for |hi0|, based on the highest transmission

power and the lowest transmission power, respectively. If these two results are

(roughly) equal to each other, then secondary user i has not cheated. Otherwise,

secondary user i has cheated and should be punished (e.g., be excluded from

relay permanently). To measure |h0i|, we can use channel reciprocity and let PS

compute the channel gain using the strengths of received signals of PS. 3

The underlying idea of the above design is very simple: If a secondary user

cheats, it can only decrease the power level when it is supposed to transmit

at the highest power level, and it can only increase the power level when it is

supposed to transmit at the lowest power level. The former definitely decreases

the measured |hi0|, while the latter definitely increases the measured |hi0|. There

is no way for a cheating user to keep the two measured values of |hi0| equal to

each other.

Consequently, the extended scheme works by first measuring |h0i| and |hi0|

correctly as described above. After that, the primary user first excludes the

cheating users (if any) from the relay candidates, and then searches 4 for a

proper set of relay users that can maximize its utility based on the informa-

tion of all honest secondary users. Finally, the payment due and the secondary

users’ access time are computed just as in the basic scheme.

The details of the extended scheme are presented in Algorithm 6.

In our scheme, we compare two measured values of a channel gain using a

threshold ϵ. This ϵ determines whether two values are “equal” to each other.

3The computed channel gains would be more precise if the primary user could repeat the
measurement and take the average of the results.

4In existing protocols, e.g. [82], exhaustive search is used to enumerate all the possible set S.
Depending on the application, we can either use the same approach, or pursue a better search
strategy. We do not discuss this issue here in more detail, because it is out of the scope of our
work.
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Algorithm 6 Extended Scheme

Input:
PW = {PW1, PW2, . . . , PWn} (PW1 <, . . . ,< PWn); system parameter ϵ > 0; SU; SU′ = ϕ;
SU∗ = ϕ.
Cheating Detection:

1. Secondary user i ∈ SU sends test signal at power level PWn.

2. PR (PS, respectively) receives the signal. Let the strength of the received signal be QR,n
(QS,n).

3. Secondary user i sends test signal at power level PW1.

4. PR (PS, respectively) receives the signal. Let the strength of the received signal be QR,1
(QS,1).

5. PR computes hi0,1 = QR,1/PW1 and hi0,n = QR,n/PWn. If |hi0,n − hi0,1| < ϵ, then PS sends
(hi0,n + hi0,1)/2 as the measured values of |hi0| to PR. Otherwise, cheating is detected
and SU′ = SU′ ∪ {i}.

6. PS computes h0i,1 = QS,1/PW1 and h0i,n = QS,n/PWn. If |h0i,n − h0i,1| < ϵ, then (h0i,n +
h0i,1)/2 is used as the measured values of |h0i|. Otherwise, cheating is detected and
SU′ = SU′ ∪ {i}.

Decision on S:

7. The primary user obtains the set of honest users SU∗ = SU − SU′, and punishes the sec-
ondary users in SU′.

8. The primary user searches for the cooperative relay set S ⊆ SU∗, that provides the primary
user with the maximum utility.

9. Each secondary user i ∈ S computes ci and ti as in the Basic Scheme.

10. i pays ci to the primary user.

Specifically, when |x1 − x2| < ϵ, we say x1 and x2 are equal. To determine the

value of ϵ, one possibility is to consider a slow fading model, in which the re-

ceived power levels have log-normal distributions [36]. Given a signal sent at

power level PWi, the probability density function of the received power level

is fi(x|PWi) ∼ lnN(µi, σi). If we assume that the expected channel gain ampli-

tudes are the same for different sending signal power levels, then we can com-

pute the system parameter: ϵ = |(xi/PW1− eµ1+σ2
1 /2/PW1) + (eµn+σ2

n/2/PWn −

xj/PWn)| = |xi/PW1 − xj/PWn|, where xi and xj are receiving power levels of

test sending signal PW1 and PWn respectively.



73

It is noteworthy that, in this algorithm, the decision on S is computed in a

centralized manner. There are a couple of reasons that make it difficult to do the

same thing in a fully distributed manner. However, it is still possible to do the

same thing in a slightly more distributed manner. Detailed discussions of these

issues can be found in next section.

Theorem 3. It is a Subgame Perfect Nash Equilibrium that all users truthfully follow

our schemes.

Proof. There are only two stages in this extensive game: in the first stage the sec-

ondary users simultaneously report their channel information, and in the next

stage the primary user determines relay users based on the information col-

lected. Thus the terminal history of this game is in the form of λ = ((⊥a1
1a1

2 . . . a1
n)(a2

0⊥ . . .⊥)),

where ⊥means no action in current stage.

Suppose s∗ is the strategy profile that all users truthfully follow our schemes,

and s∗i |λ is the strategy that user i induces from s∗ in the subgame after history λ.

For any i ̸= 0 (secondary user), user i only acts in the first stage of the extensive

game when history λ = ϕ. Thus the only subgame that these players participate

in is the entire extensive game itself. The strategy s∗i = (h∗0i, h∗i0, c∗i ), where h∗0i,

h∗i0, c∗i are secondary user i’s real channel and payment information.

Suppose the player i ̸= 0 picks a strategy s′i ̸= s∗i , where s′i = (h′0i, h′i0, c′i),

then (h′0i, h′i0, c′i) ̸= (h∗0i, h∗i0, c∗i ). Other players follow strategies s∗−i. Now we

consider two situations:

1. h′0i ̸= h∗0i or h′i0 ̸= h∗i0. By following Algorithm 2, player 0 can detect the

cheating behavior and exclude player i from set SU before it determines

the relay set S. Thus player i will finally have its utility ui(s∗−i, s′i) = 0 ≤
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ui(s∗−i, s∗i ).

2. h′0i = h∗0i and h′i0 = h∗i0, however ci ̸= c∗i . If i ∈ S (player i is chosen as

a relay user), then similar to the proof of Theorem 4 (Section 3.3), we can

show that ui(s∗−i, s′i) ≤ ui(s∗−i, s∗i ). If i ̸∈ S, then i is not chosen as a relay

user, so simply we have ui(s∗−i, s′i) = 0 ≤ ui(s∗−i, s∗i ).

Replacing s′i with si in the above, we get that, for si of player i ̸= 0 in this

extensive game, we have

ui(s∗−i, si) ≤ ui(s∗−i, s∗i ). (3.10)

For the primary user, the utility function is u0 = wRP +∑i∈S ci. Note that for

∀i ∈ SU, u0 is not affected by transmission rate Ri. The primary user can obtain

a new set SU∗ = SU − SU′ where SU′ is the set of all users detected cheating,

and its strategy s∗0 is to exhaustively compute all the possible utilities based on

the information of users in SU∗, and finally determine the set S which provides

the maximum utility. Clearly by Step 8, in subgame Γ(λ∗) where all secondary

users truthfully report their information in history λ∗, for ∀s′0 ̸= s∗0 we have

u0(s∗−0|λ∗ , s′0|λ∗) ≤ u0(s∗−0|λ∗ , s∗0 |λ∗). (3.11)

In any other subgame Γ(λ′) where |λ′| = 1 and λ′ ̸= λ∗, there is at least one

secondary user which does not truthfully follow our scheme. For any user i ̸= 0

among those cheaters, cheating in transmission rate Ri does not affect the util-

ity of the primary user as we mentioned before. So we only need to consider

cheating in reporting h0i and hi0 or making a payment c′i ̸= ci. If it reports false
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information of h0i or hi0, the primary user can detect the cheating behavior be-

cause a false h0i or hi0 can be detected through Algorithm 2. Thus based on

collected information of users in SU∗, by Step 8 we have ∀s′0|λ′ ̸= s∗0 |λ′ ,

u0(s∗−0|λ′ , s′0|λ′) ≤ u0(s∗−0|λ′ , s∗0 |λ′). (3.12)

If in λ′ user i ̸= 0 deviates by making payment c′i ̸= ci, the algorithm of primary

user chooses S such that u0(s∗−0|λ′ , s′0|λ′) − ci + c′i ≤ u0(s∗−0|λ′ , s∗0 |λ′) − ci + c′i

which implies

u0(s∗−0|λ′ , s′0|λ′) ≤ u0(s∗−0|λ′ , s∗0 |λ′). (3.13)

Note that Equations (3.12) and (3.13) are similar to Equation (3.11), although

they are for the situation with history λ′ ̸= λ⋆. If in λ′ a user both cheats in

reporting h0i or hi0 and makes payment c′i ̸= ci, or if more than one users cheat,

we can combine the above analysis to show u0(s∗−0|λ′ , s′0|λ′) ≤ u0(s∗−0|λ′ , s∗0 |λ′).

But due to the notational complexity, we skip it here.

Hence, based on Equation (3.10)(3.11)(3.12)(3.13), we can conclude that s∗ is

a Subgame Perfect Nash Equilibrium in our extensive game.

3.2.4 Extended Scheme Analysis and Discussions

We analyze the overhead of the extended scheme and discuss its assumptions

and distributed implementation.

Overhead Analysis

The primary user’s main computational overhead is the search for the best S,
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Table 3.1. Complexity analysis in Section 3.2
Primary Each Secondary

User User
Computation O(2N−1N) O(1)

Communication O(N) O(1)

which must cover the 2N subsets of SU. For each candidate subset S, computing

the corresponding utility of the primary user takes time of O(|S|). Hence, the to-

tal computational overhead of the primary user is O(∑S⊆SU |S|), i.e., O(2N−1N).

While this overhead is exponential in N, because N is normally small, this over-

head is reasonable in most cases. For example, when N = 10 (i.e., there are 10

secondary users available for cooperative relay), 2N−1N = 5120.

Each secondary user only needs to do 2 subtractions, 3 multiplications, 3

divisions, and 1 square root. Hence, its computational overhead is O(1).

Assume that each payment involves transmissions of Tpayment messages from

the payer to the payee and also T′payment messages from the payee to the payer

(where Tpayment and T′payment are both small constants). The primary user needs

to receive no more than 6N + |S|Tpayment transmissions, and needs to make no

more than 2N + |S|T′payment transmissions. Hence, the primary user has a com-

munication overhead of O(N).

Each secondary user needs to receive no more than 2 + T′payment transmis-

sions and make no more than 2+ Tpayment transmissions. Hence, each secondary

user has a communication overhead of O(1).

The complexity results are summarized in Table 3.1.

Discussions of Assumptions

Number of Primary Users: The extended scheme is based on the assumption

that there is only one primary user. If there is more than one primary user, all
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the primary users should work together to form a “primary user union.” This

primary user union can use our schemes to negotiate with the secondary users,

as if the union is a single primary user. In this way, our schemes can be used

without significant modification.

The remaining question is how the primary users share the responsibility of

providing access time to the secondary users, and share the payment from the

secondary users. While this is actually another topic not so closely related co-

operative relay, we propose a concrete way to share both the responsibility and

the payment: Whenever a primary user occupies a time-spectrum block, this

primary user should also take all the responsibility and all the payment associ-

ated with this time-spectrum block. We believe this proposed way of sharing is

natural, fair, and easy to use.

Distributed vs. Centralized Scheme: One may also be interested in whether

our schemes should be considered distributed or centralized. We argue that our

proposed schemes are distributed in the sense that they require communications

between the primary and secondary users, that the computation of each ci is

done by secondary user i, and that access time ti is computed by secondary user

i and by the primary user simultaneously, so that both of them are aware of ti.

However, the decision on S in the extended scheme is made by the primary user

in a centralized manner, once the needed information is collected.

Channel Reciprocity: The extended scheme we design in the main file is also

based on the assumption of channel reciprocity, however this is not always true

in practice. If the assumption of channel reciprocity does not hold, the problem

becomes very challenging. Because we can only let the primary user send test

signals and let the secondary users compute and report the channel gains of
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the relay channel from the primary sender to the secondary users. In general,

measuring channel characteristics between a pair of wireless devices may not be

feasible when one of the devices is cheating and the other one obtains no extra

information. If a secondary user cheats in reporting a false channel gain in this

new model, the primary user itself is not able to detect the cheating behavior in

current solution. And obviously our approach of measurements cannot be used

directly any more or adapted easily to address the problem as long as no one

else monitors the received power level of test signals.

One possible approach to sidestep this problem is as follows: First we as-

sume that the primary user knows the weakest receiving power level of each

secondary user. Then we let the primary user send test signals using decreasing

power level. The test signal always contains an encoded index number. The

weaker the sending power level is, the larger this index number will be. Each

secondary user reports back all encoded numbers it receives. The primary user

computes the channel gain of the relay channel based on secondary user’s weak-

est receiving power level and the corresponding sending power level obtained

from its largest reported index number. On the other hand, the largest reported

index number is considered as the credits this secondary user obtains in this

time slot. Each secondary user has to pay certain credits to be allowed to relay

data in one time slot. This approach is designed based on the belief that selfish

secondary users always have an incentive to gain more credits so will truthfully

report weakest power levels they receive. The drawback of this approach is that

it will be quite energy consuming if there are lots of available channels. And

another credit system is introduced into the system.

The above approach based on the weakest receiving power level may not
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work well if there is multipath fading. In particular, the computed channel char-

acteristics may vary from time to time, and may be very inaccurate. For remedy,

we distinguish two cases. First, in a benign case, we may repeat the process of

channel characteristics computation a few times and use an algorithm to put

together the computed values of channel characteristics. For example, the algo-

rithm may first remove those clear outlier values and then take an average of

the remaining values. We call this case “benign” because in this case the vari-

ation and inaccuracy caused by multipath fading are limited. Hopefully, these

simple measures can remedy the limited variation and inaccuracy.

There is also a malevolent case, in which simple measures cannot work. In

this worst situation, in order to sidestep the above difficulty, we may need to

use a piece of tamper-proof hardware. This piece of hardware either controls

the transmissions of test signals directly, or keeps an authentic record of the

transmitted test signals so that the device can be audited in the future. With

this piece of hardware installed, nodes will have to behave honestly when mea-

suring the channel characteristics. Even if the measured values may still have

errors, nodes have no choice except using these values. While this approach

based on tamper-proof hardware is very powerful, its drawback is also very

clear—the high cost of tamper-proof hardware, and the possible legal and so-

cial issues related to the requirement of installing tamper-proof hardware.

Discussions of Distributed Implementation

In the extended scheme we present in the main file, the decision on S is

made in a centralized manner: Each secondary user sends test signals so that its

channel gains can be computed by the primary user, and cheating in test signals

can be detected. After removing the cheating secondary users, the primary user
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uses the computed channel gains to figure out the set S that is best for itself.

Hence, a natural question is whether we can implement this decision process in

a distributed manner. We notice that it is very difficult to do so, because of two

reasons:

First, the decision on S relies on detecting and removing secondary users

who cheated in the process of measuring channel gains |hi0| and |h0i|. Since h0i

and hi0 are for the channels between the primary user and the secondary user

i, the decision of whether i is cheating and should be removed must involve

the primary user. Since this applies to all secondary users, the detection and

removal of cheating users is a centralized process that can be hardly done in a

distributed manner.

Second, once the cheating secondary users have all been removed, the search

for set S targets at maximizing the utility function of the primary user. There-

fore, if we want to do this search in a distributed manner, we will need to re-

quire the primary user to distribute the information needed in this search, and

then collect the results of the search back from the secondary users. Such a dis-

tributed search would have less efficiency and also less security.

Nevertheless, it is still possible to make the process a little more distributed

than the centralized version of the extended scheme. We observe that, when

secondary user i sends test signals, not only the primary user, but also other

secondary users can receive these signals. Hence, if secondary user i cheats,

other secondary users can also detect cheating. Clearly they can report the re-

sults of their detection to the primary user, so that the primary user can focus

on computing the channel gains and leave the job of cheating user detection to

secondary users.
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The above proposed implementation is not fully distributed, but is just slightly

more distributed than the fully centralized version. It main advantage is that

we can improve the efficiency a little by requiring the secondary users to se-

quentially send test signals at their highest power level only, and the test sig-

nals at their lowest power level can be transmitted in parallel. The cost for this

improvement in efficiency is that we need to deal with the additional security

threat of secondary users falsely reporting detection of cheating.

Primary-Secondary User Communications

Our work has an implicit assumption that is inherited from the existing lit-

erature: the primary user can communicate with the secondary users. One may

notice that, given this assumption, the primary and secondary users may be

considered in the same network. Because there are many existing ways to opti-

mize the performance of a wireless network, and because some of the existing

ways may lead to better performance of the network than ours, one may won-

der why our work is still of value given this assumption. Below we present our

answer to this question.

First, before we explain the value of our work in detail, we stress that the

above question actually applies not only to our work, but also to all works

that involve secondary users leasing spectrum from the primary user. As men-

tioned in, such spectrum leasing requires communications between the primary

and the secondary users, in order to determine various parameters and factors.

Hence, the question we are answering is actually why such spectrum leasing is

useful, given that the network consisting of the primary user and the secondary

users may get better performance if some other techniques are used.

The fundamental reason is that, in the situation we study, the involved pri-
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mary user and secondary users are all selfish. In comparison, the alternative

optimization techniques that may lead to better performance are designed for

situations without selfish behavior. Hence, if they are used in our situation, the

selfish users may deviate from the protocol in order to pursue their own inter-

ests, preventing them from achieving the performance objective.

In fact, spectrum leasing is analogous to incentive-compatible routing in

wireless ad hoc networks: For ad hoc networks, we also have very good routing

protocols that do not consider selfish behavior, such as DSR. If there is no self-

ish behavior, such alternative routing protocols may lead to much better perfor-

mance than any incentive-compatible routing protocol. However, because there

can be selfish behavior in civilian applications of ad hoc networks, people rec-

ognize the need for incentive-compatible routing protocols and have designed

a large number of them.

Therefore, while there exist methods to optimize the performance of the

wireless network (which, in our case, consists of the primary user and the sec-

ondary users), in our situation, we still need an approach that can stimulate

the users to cooperate in the whole process. Otherwise, those selfish secondary

users would not provide their relay (or any other type of assistance) to the pri-

mary user. Spectrum leasing is studied, and this work stimulates secondary

users to cooperate by giving them access to the spare spectrum of the primary

user; furthermore, it stimulates the primary user to cooperate by allowing the

primary user to collect payment in addition to getting the benefit of secondary

users’ relay services. Consequently, we believe it is a good attempt to achieve

better performance in face of selfish behavior.

Discussions of Slow Fading Channel Recall we have an assumption that all
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channels are slow fading channels. In the extended scheme, the use of a thresh-

old value ϵ also depends on this assumption. Clearly, this assumption is suitable

for the scenarios in which packets are exchanged frequently 4. So naturally one

may ask whether our extended scheme has any requirement in this aspect.

If we only look at the test signals transmitted to determine the channel gains

and detect cheating, there are a good number of transmissions being made in a

short amount of time. Hence, if we limit our attention to this part, we may think

the assumption of slow fading channel is naturally valid for our situation and

thus there is no need to introduce any additional requirement.

Nevertheless, if we take the transmitted data packets into account, we may

get a different opinion. Without an additional requirement, the data packets

might be transmitted infrequently, which implies that the assumption of slow

fading channel might not be valid. Even if data packets are indeed frequently

transmitted, when a sufficiently large amount of time has passed after the mea-

surement of channel gains, the scheme may lose its incentive compatibility, be-

cause the current channel gains have become significantly different from the

measured values.

Therefore, we need to introduce an additional requirement here, and this

requirement is not just frequent transmissions of data packets. More precisely,

we require that measurements of channel gains are performed repeatedly, and

that once the channel gains have been measured, data packets are transmitted

frequently. The cycle of channel measurement–data transmission should not be

too long, so that the assumption of slow fading channel can be valid.

We realize that not all practical scenarios satisfy our requirement above.

4The authors thank an anonymous reviewer for pointing this out.
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Hence, our scheme is not always applicable. It should be only applied to those

scenarios that satisfy our requirement.

3.2.5 Fairness

In this section, we study the fairness issue of our schemes. In some scenarios

under existing cooperative relay protocols, the primary user may always select

certain secondary users with higher relay transmission rates as its cooperative

relay candidates. Consequently, the primary user’s free channel is accessed by

only a few users. Other secondary users have no opportunity at all to access

the free channel because of their low relay transmission rates. Thus we need to

consider how to allocate resources to all possible relay candidates wisely.

One may suggest that a scheme is fair only if all secondary users obtain

roughly equal shares of the spectrum. However, we argue that this may not

be a good fairness metric for our schemes. Recall in our system model, the sec-

ondary users share the primary user’s free channel if they are selected as relay

nodes. And the achievable throughput of each selected user i is Riti, which is de-

termined by the transmission rate Ri. From Equations (3.3) and (3.4), we know

that the two users i and j have the same achievable throughput Riti = Rjtj, if

and only if Ri = Rj. On the other hand, the secondary users’ transmission rates

are predetermined and might be different. Therefore, it is not appropriate for

the primary user to equally share the spectrum with all secondary users in our

system.

Throughput Ratio Now let us take a closer look at the throughput ratio between

different secondary users and examine how large it could be. Assume that all
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secondary users follow our schemes (because, as we have shown, they have

incentives to do so). Then using Equations (3.3) and (3.4), we can easily obtain

that the throughput ratio between the two users i and j is

ηij =
Riti

Rjtj
=

Ri(1− c
ci
)

Rj(1− c
cj
)

=
Ri(1−

√
ck√

w(1−α)Ri
)

Rj(1−
√

ck√
w(1−α)Rj

)

=
Ri −

√
ckRi√

w(1−α)

Rj −
√

ckRj√
w(1−α)

.

If all secondary users’ transmission rates are sufficiently high (i.e., if for all

i ∈ S, Ri >> ck
w(1−α)

), then we can easily get that

ηij ≈
Ri

Rj
≤ maxℓ Rℓ

minℓ Rℓ
.

Therefore, maxℓ Rℓ/ minℓ Rℓ is an upper bound for ηij. Nevertheless, if the

above condition is not satisfied, then ηij might become large. For example, con-

sider the extreme case in which both Ri and Rj are close to ck
w(1−α)

. In this case,

we get that

ηij ≈

√
Ri −

√
ck√

w(1−α)√
Rj −

√
ck√

w(1−α)

,

which implies that a small difference between the transmission rates Ri and Rj

can lead to a large difference between the throughputs achieved by the two sec-

ondary users i and j. Consequently, in order to have good fairness, the primary

user should make sure an appropriate value is chosen for c.
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Starvation We study the fairness by examining starvation. A secondary user

is considered to be starving, if it has never been selected as a relay candidate

during the cooperative relay process. To achieve fairness, we focus on the star-

vation percentage of all secondary users and propose a possible approach to

balance the tradeoff between starvation percentage and scheme effectiveness.

In Algorithm 2, the primary user always chooses the set S which brings with

it the maximum utility. In order to reduce starvation, we propose that the pri-

mary user should consider all the possible sets of relay users as long as the ex-

pected utility of primary user is greater than τ(0 < τ ≤ 1) of its maximum util-

ity, where τ is a system parameter. Given all available sets that satisfy, the pri-

mary user determines S according to the following priorities: (1) it first searches

for the set with the largest number of secondary users that have never been se-

lected in the past; (2) if there is more than one set available from the first step,

then it chooses the set with the largest number of secondary users. If there is

more than one set available after step (2), then randomly pick one set. When the

above approach is applied to the extended schemes, we get a starvation-reduced

scheme. Note that just like the extended scheme, our starvation-reduced scheme

is also based on the basic scheme, and thus can also prevent secondary users

from cheating.

Besides the above analysis and discussion, we also empirically study fair-

ness. Specifically, we measure the starvation percentage of our extended scheme

and that of the starvation-reduced scheme in the Evaluation section. In addition,

although we do not aim to equally share the primary user’s free spectrum with

secondary users in our system, we measure the Jain’s fairness index [35] and

make comparisons. The results can be found in the evaluation section.
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In summary, we have the following three contributions in terms of fairness

analysis: First, we provide a throughput ratio analysis, in which we derive an

upper bound for throughput ratio under a condition and also discuss the sit-

uation not satisfying this condition. Second, we analyze the starvation of sec-

ondary users and propose a starvation-reduced scheme. Third, we empirically

study Jain’s fairness index, the results of which can be found in the fairness

analysis section.

3.2.6 Fault Tolerance, Security and Incentive Issues

When our schemes are used in practice, some nodes may malfunction or even

fail. In addition, security attacks may be launched by selfish or malicious nodes.

Although the focus of this work is on incentives rather than security, for prac-

tical purposes, we still consider fault tolerance and security issues and discuss

the measures we need to take against them.

Fault Tolerance To defend our schemes against malfunctioning nodes, the sim-

plest approach might be to require nodes to repeat their actions a few times. For

example, in the basic scheme, the value ci can be transmitted more than once,

so that the primary user can use the consistency of received values to detect

abnormal behavior of the nodes. In the rare case that a node is malfunctioning

but its transmitted values are always consistent, our measure against false value

submission attack can be used (please see below).

To detect possible node failure, the primary user should monitor all the in-

volved secondary users’ actions. If a node appears to have not taken any action

for a certain amount of time, the primary user should send a hello message to
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that node, to make sure it is still there. If there is no response to the hello mes-

sage within a reasonable amount of time, then the node should be marked as

failed and thus removed from all future considerations. If a failed node comes

back in the future, it should authenticate itself to the primary user and request

the primary user to reset its state to active.

Security Issues The very first security issue to consider is false value submission

attack we mentioned above. Specifically, when our scheme requires a corrupted

node to transmit a certain value to the primary user, this node can intentionally

submit a wrong value in order to mislead the primary user. To mitigate such

attacks, the primary user can use an outlier detection algorithm to examine all

the submitted values, and remove those values that are clearly unreasonable. Of

course, this measure cannot completely prevent false value submission attacks,

because a corrupted node may just submit a slightly modified value, rather than

a greatly changed one. A better measure to deal with false value submission

attack needs to be studied in the future work.

Another security issue to consider is masquerade attack. A secondary user

may masquerade as another secondary user, and send false channel informa-

tion to mislead other users. For example, a secondary user has no chance to

be selected as a relay user in the first place because of its low transmission rate

on relay channel. However, it masquerades as some of its neighbors and sends

false channel information of neighbors. Upon receiving these false information,

the primary user mistakenly believes that the cheater has a higher transmission

rate on the relay channel. As a result, the cheater is selected and thus benefits

from its cheating behavior. To defend against such an attack, we can use the

digital signature method: Each secondary user has to create a pair of keys, one
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public and one private, and publish the public key before the protocol begins.

Whenever a secondary user reports its information, it should sign the message

using its private key. Each receiver should authenticate the sender by verifying

the message using the public key. As long as the private key is kept confiden-

tial, another user cannot masquerade as this user under this defense method.

For better security, each user could change the key pair periodically. Similarly,

this mechanism can also defend against data corruption, in which a secondary

user may tamper with the payload of its relayed packets during transmission.

Yet another possible security issue is payment fraud. Since we did not con-

sider this type of attack in our game model, we need to discuss it here to com-

plete our analysis. A secondary user may claim to have paid a certain amount

of credits while actually paying nothing. The primary user may be misled by

such attack and as a result obtain less utility than it expected. For example, a

secondary user claims it will pay $10 if it is selected by the primary user, and

the primary user really selects this cheating user as relay candidate. However,

after the relay session, the secondary user pays less than $10 or does not pay

at all. The primary user may suffer from this type of attack. To defend against

payment fraud, each secondary user is required to pre-pay a certain amount of

payment before each transmission session. Once the primary user receives the

claimed payment from each user, the claimed amount of payment should be

transferred from secondary user’s account to the primary user’s account. The

feasibility of this method is based on the common assumption that in case of

payment fraud the secondary user will always pay less than it claims. Under

such defense method, payment fraud will no longer work, because the credits

are transferred as soon as the payment is claimed.
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Denial of service (DoS) may also be an attack conducted by some malicious

users, in order to reduce the system performance. Here by default DoS attack

means the attack conducted above (also including) MAC layer, which aims to

consume the resources of a target. Sending powerful signals in order to inter-

fere with other signals is not considered as a DoS attack in this work. For exam-

ple, a secondary user may spam the payment information to the primary user

while reporting, or broadcast meaningless packets while other users relay data.

However, our system is by nature immune to secondary users’ DoS attacks, due

to the communication mechanism between the primary user and the secondary

users: First, each secondary user only needs to report its payment to the primary

user once. Report spamming is easy to detect. Second, when secondary users

help relay data for the primary user, each relay secondary user only commu-

nicates with the primary sender and primary receiver. One can simply discard

any received packet from other secondary users. Third, when a secondary user

accesses its allocated spectrum, it may also discard any incoming packet from

others. Therefore, in the entire process of our schemes, no users need deploy ad-

ditional resources for unexpected senders because all unexpected information

can be simply discarded.

Incentive Issues This work focuses on the incentives of nodes in the process of

cooperative relay. However, our study has covered one aspect of node incen-

tives in this process, namely the “negotiation” between the primary and sec-

ondary users to determine what nodes should participate the cooperative relay,

how much access time the participants receive as compensation, and how much

they should pay the primary user. When the cooperative relay actually starts,

there will be another sort of incentives issue, namely how to make sure the par-
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ticipating nodes really relay the data as they promised.

Since there are only two hops for the transmission of any packet in coop-

erative relay, PR clearly knows how many packets have been transmitted by

any relay node (assuming the communication links are reliable). Comparing

the actual transmissions with the promised transmissions, PR can easily decide

whether each relay node has kept its promise. The only type of cheating PR

needs to worry about is that relay nodes might transmit packets that do not

originate from PS. (For example, a relay node may skip listening to PS, and di-

rectly transmit a number of randomly generated packets to PR, in order to get

the access time from the primary user.) To deal with this type of cheating, PS

needs to attach a MAC to each transmitted packet, and PR needs to check the

MAC of all received packets.

3.2.7 Evaluations

We implement our schemes and conduct extensive experiments using GloMoSim [37].

First, we measure and compare the utilities of secondary users when a cheat-

proof scheme is absent and present respectively. Second, we measure the system

throughput and observe how it is affected by the cheating behaviors. Third, we

evaluate the starvation percentage of secondary users when our proposed ap-

proach for starvation reduction is used and not used respectively, and we also

evaluate the fairness following Jain’s fairness index and compare the results. Fi-

nally we measure the payments of secondary users in random cases when our

algorithms are implemented.

User Utilities
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Figure 3.1. Utilities when user 1 cheats—no cheat-proof scheme in Section 3.2.
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Figure 3.2. Utility changes when user x cheats in reporting Rx—no cheat-proof scheme
in Section 3.2.

To see how our cheat-proof scheme affects user utilities in cooperative relay,

we measure selfish secondary users’ utilities in two scenarios of cooperative

relay. In the first scenario, the Zhang-Zhang protocol [82] is executed without

any cheat-proof scheme, while in the second scenario, our cheat-proof scheme

is used. In all these experiment, |S| = k = 5 and we use 1, 2, 3, 4, 5 to denote the

5 users in S. Other parameters used in calculating utilities are w = 2, α = 0.5

and c = 0.01.

User Utilities When No Cheat-Proof Scheme

As mentioned above, the first scenario in our evaluations is that the Zhang-
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Figure 3.3. Utility changes when user x cheats in reporting h0x, hx0, Rx, cx—no cheat-
proof scheme in Section 3.2.

Zhang protocol is executed without any cheat-proof scheme. The three sets of

experiments are performed as follows.

In the first set of experiments of this scenario, we measure utilities when

user 1 cheats but other users are honest. The transmission rates of secondary

users in this set of experiments are: R1 = 3.7887, R2 = 3.7157, R3 = 1.9611, R4 =

3.2774, R5 = 0.85593. We let user 1’s reported transmission rate r1 vary from 0.0

to 5.0, while keeping its payment c1 consistent with r1, i.e., c1 = w(1− α)(k −

1)[∑
j ̸=1
j∈S

1
Rj
− k−2

r1
](∑

j ̸=1
j∈S

1
Rj

+ 1
r1
)2.

Figure 3.1 shows five secondary users’ utilities for different values of r1.

Clearly, user 1 can cheat to benefit himself. For example, if user 1 reports

r1 = 4.5 which is higher than its actual transmission rate R1 = 3.7887, its utility

increases from 1.2765 to 1.8479. However, such cheating behavior may harm

other users. For example, when user 1 reports r1 = 4.5, the utility of user 2

decreases from 1.2166 to 1.1861.

In the second set of experiments, we consider a total of five (|S| = 5) ran-

domly picked secondary users. For each secondary user, we measure its utility
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under five different strategies: δ = −40%,−20%, 0, 20%, 40%, where δ means

the difference between the claimed transmission report and the real one. Other

users behave randomly when we measure one secondary user. The payment

of each secondary user is calculated and reported correspondingly based on its

claimed transmission rate

In Figure 3.2, the utilities are measured when there is no cheat-proof scheme.

From the result, we notice that some users benefit when they report a smaller

transmission rate, while the others benefit when they report a greater one. In

this set of experiments, no user has obtained the greatest utility when it truth-

fully reports its transmission rate. Therefore, a secondary user may obtain

greater utility if it properly chooses a false report rather than the real one, and

thus has incentives to cheat.

The third set of experiments of this scenario consists of 100 runs and in

each run the primary user follows Algorithm 2 to determine the S out of SU

(|SU| = 20). Also a randomly selected user x uses a different cheating strat-

egy: It reports random channel gains h′0i, h′i0 (−80dB < |h′0i|, |h′i0| ≤ −50dB), a

random transmission rate rx (0.0 ≤ rx ≤ 5.0), and pays a random amount cx

(0.0 ≤ cx ≤ 2.0).

Figure 3.3 shows utility changes of x and another user y who is randomly

picked in each run just like in the second set of experiments. In all the 100 runs,

we can see that x’s random cheating benefits himself in 15 runs, and harms y in

24 runs. This again verifies that, if a user chooses its cheating behavior smartly,

the cheating behavior would have a good chance of benefiting himself.

The results of all the three sets of experiments in the first scenario clearly

indicate that it is necessary to use a cheat-proof scheme in cooperative relay.
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Figure 3.4. Utilities when user 1 cheats—our scheme in Section 3.2.

User Utilities When Our Scheme Is Used

In the second scenario, we repeat the three sets of experiments done in the

first scenario. Recall that, in this scenario, our cheat-proof scheme is used to sup-

press cheating behavior. In the first two sets of experiments, we use our basic

scheme, while in the third set of experiments, we use our extended scheme. For

the purpose of comparison, we keep using the notation “reported transmission

rates” in these evaluations as in the first scenario, although these transmission

rates are not actually reported to the primary user in our scheme.

The results of the first two sets of experiments with the presence of our basic

scheme are presented in Figures 3.4 and 3.5. In the first set of experiments,

user 1’s cheating behavior no longer benefits himself. As shown in Figure 3.4,

user 1 can obtain its optimal utility only when it reports its transmission rate

truthfully. Any cheating behavior will result in loss of its utility. Hence, user 1

has no incentive to cheat.

In the second set of experiments, we can also see from Figure 3.5 that each

secondary user’s cheating behaviors never benefit himself. The greatest utility is

only obtained when each user honestly reports its transmission rate. Therefore,
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Figure 3.6. Utility changes when user x cheats in reporting h0x, hx0, cx—our scheme in
Section 3.2.

we have verified that each user has no incentive to cheat.

The results of the third set of experiments with the presence of our extended

scheme are presented in Figure 3.6. Just as we see in the second set, user x’s

random cheating behavior never benefits himself. Furthermore, the cheating

behavior no longer harms other users because of the presence of our extended

scheme.

The results of all the three sets of experiments in the second scenario indicate

that our cheat-proof scheme is effective in suppressing cheating behavior.
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How Parameter c Affects Leftover Time and User Utilities

In each time slot under our algorithms, the primary user will have some left-

over time which is not assigned to any secondary user after resource allocation.

We have shown that the leftover time is affected by system parameter c. Fur-

thermore, when the value of c approaches zero, the length of the leftover time

ratio (the ratio of the leftover time to the duration of third phase in a time slot)

approaches zero as well.

In this part, we set up experiments in which we observe how parameter c

affects the value of the leftover time ratio in simulation. We assume |S| = 5,

w = 2 and α = 0.5. The network topology of these experiments is the same as in

the first set of experiment data presented, and all five of the secondary users are

honest. The transmission rates of these secondary users are the same as in the

first experiment data: R1 = 3.7887, R2 = 3.7157, R3 = 1.9611, R4 = 3.2774, R5 =

0.85593 which are randomly picked before simulation. The secondary users

truthfully report their transmission rates to the primary user and the primary

user computes the payment ci and the assigned access time ratio ti for each

secondary user following the Algorithm 5. The value of system parameter c

varies from 0 to 0.01, with step of 0.001 during the tests. In each test, we record

the leftover time ratio Tle f t = 1− ∑5
i=1 ti. Thus we have 11 different results on

the leftover time ratio Tle f t which is shown in Figure 3.7.

In Figure 3.7, we notice that when c is set to be 0, the leftover time ratio is

0 as well, which means there is no leftover time after resource allocation. This

can be actually be derived from Equation (3.4) because when c equals 0, t1 =

t2 = . . . = tk, i.e., the available access time is equally allocated to all selected

secondary users, making our incentive schemes no longer useful. Hence zero
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Figure 3.7. The leftover time ratio and secondary users’ utilities in Section 3.2

is not an appropriate value of c in practice and we have to keep c positive. We

can also observe the fact that Tle f t decreases when c decreases, which can also

be theoretically derived from the definition of Tle f t in previous section.

Other than measuring the value of Tle f t in this part, we also measure the cor-

responding computed utility of each secondary user. Because the utility of each

secondary user is affected by parameter c as well (from Equations (3.1)(3.3)(3.4)).

We need to make sure the utilities are positive and the algorithm stays feasible

when we change c.

To measure the secondary users’ utilities, we use exactly the same experi-

ment settings as above. The primary user computes ti and ci of each secondary

user in a test run and we record the computed utilities of all five secondary users

in all 11 runs. The results are shown in Figure 3.7. We can see that all utilities

decrease but stay positive in all runs, which means our algorithm is still able to

function well when parameter c has different values.

Now let us consider two example scenarios. The first example scenario is

that c = 0.01, and the second is that c = 0.001. Below are our experimental

results in these two example scenarios:
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• In the first example scenario, the leftover time ratio is 0.1512. The sec-

ondary users’ utilities are 0.5836, 0.5707, 0.2670, 0.4936, and 0.0884, re-

spectively.

• In the second example scenario, the leftover time ratio is 0.0478. The sec-

ondary users’ utilities are 0.7027, 0.6886, 0.3526, 0.6043, and 0.1450, respec-

tively.

It is easy to see that in the second example scenario, the leftover time ratio is

lower, which means less time is wasted. It is also easy to see that in the second

example scenario, the secondary users have higher utilities. These benefits are

all consequences of having a smaller (but still positive) value of c.

Throughput

In the previous subsection, we have seen that, without a cheat-proof scheme,

cheating behavior may harm other users. In this subsection, we study how such

cheating behavior of secondary users affects the system throughput. Specifi-

cally, we study a cognitive radio network with a primary user plus 20 secondary

users, in which the Zhang-Zhang protocol [82] is running. The total system

throughput can be calculated as T = RP(α, β, S) + (1− α)∑i∈S Riti.

In the first experiment, we measure the total system throughput when there

are different numbers of cheating users. In particular, we can verify that when

there is 0 cheating user, the total system throughput achieved by the Zhang-

Zhang protocol is maximized. We compare the system throughput when self-

ish behaviors are not suppressed in the Zhang-Zhang protocol with the system

throughput when selfish behaviors are completely suppressed by our scheme.

We would like to show that cheating behavior of secondary users will lead to
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Figure 3.8. Total system throughput in Section 3.2.

a decrease in total system throughput. We also notice that the performance

degradation caused by overhead in our scheme is almost the same as in the

Zhang-Zhang protocol. Hence the system throughput achieved in our scheme,

which can efficiently suppress cheating behaviors, is very close to the maximum

system throughput of Zhang-Zhang protocol.

Figure 3.8 shows the measured throughput. Recall that a secondary user i

may cheat in interacting with other secondary users (i.e., cheat in reporting its

own transmission rate Ri), or in interacting with the primary user (i.e., cheat in

reporting h0i or hi0). In this experiment, for each number of cheating users, we

consider three possibilities: (1) Cheating in reporting Ri. In particular, a cheat-

ing user i always chooses random (ci, ri) (ri ̸= Ri); (2) Cheating in reporting |hi0|

or |h0i|. In particular, a cheating user i always reports a random value for |hi0|

or |h0i|; (3) There is a half-and-half mixture of the above two types of cheating

users.

In our second experiment, we want to show the influence of cheating behav-

iors on system throughput in a more general case. Like in the first experiment of

system throughput, we test three cheating strategies as well as an honest strat-
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Figure 3.9. CDF of the system throughput in Section 3.2

egy of secondary users. For each strategy, we run the simulation 100 times. And

in each run, a secondary user takes random channel parameters.

The cumulative distributions of achievable system throughput are shown in

Figure 3.9, and we can see that when all secondary users cheat in reporting h0i

and hi0, the average achievable system throughput is the smallest. Only when

all users behave truthfully, or in other words have been successfully suppressed

by our scheme, can the system throughput be maximized.

The results in Figures 3.8 and 3.9 demonstrate that when the Zhang-Zhang

protocol is used, the overall system throughput can be negatively affected by

any of these three types of cheating behavior. In contrast, when our scheme is

used to completely suppress cheating, the achieved throughput is always close

to the above maximum throughput of the Zhang-Zhang protocol, regardless

of the number of cheating users. In these experiments, suppressing cheating

behavior can improve the total system throughput by up to 69.4% in the face of

selfish users.

The results of the experiment above show that suppressing cheating is very

useful for improving the total system throughput, when there are selfish users.
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Consequently, using a cheat-proof scheme like ours is important.

Fairness Evaluation

In this subsection, we evaluate the starvation percentage and the Jain’s fair-

ness index within each spectrum allocation.

First, without loss of generality, we measure the starvation percentage in a

setting identical to that of the third set of experiment in utility evaluation, where

there are 20 secondary users and one primary user. The starvation percentage of

secondary users (i.e., the percentage of secondary users never selected as relay

users) is measured in 1000 runs. We allow each secondary user to change their

channel gain magnitudes within a range of ±1% (due to movement) after each

run so as to simulate a more dynamic scenario. We compare the results of the

original version of our extended scheme with that of our starvation-reduced

scheme, in which the system parameter τ = 80%.

Second, under the same simulation settings, we measure the Jain’s fairness

indices [35] in our system. The fairness index is computed as

J(x1, x2, . . . , xn) =
(∑n

i=1 xi)
2

n ·∑n
i=1 x2

i
. (3.14)

In our evaluation, we measure two types of fairness indices: (1) xi = Riti, the

allocated transmission rate of user i in each run. (2) xi = ∑j Rijtij, user i’s ac-

cumulative transmission rate in all runs. Specifically, in case (1), xi = 0 when

i is not selected as a secondary relay user in one run, and in case (2), xi = 0 if

i has never been selected as relay user during all runs. For each type of fair-

ness index, we test 1000 runs. In case (1), we evaluate xi in each run when

our starvation-reduced scheme is implemented and when it is not, and after all
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Figure 3.10. Starvation percentage in Section 3.2
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Figure 3.11. The cumulative fraction of Jain’s fairness index in case (1) in Section 3.2.

1000 runs we compare the cumulative distribution of xi for both situations. In

case (2), we record i’s allocated transmission rate in each run, and compute the

fairness index of sum xi after all 1000 runs.

In Figure 3.10, we can see that with our starvation-reduced scheme, the final

starvation percentage after 1000 runs is 10%, which means that 90% of the sec-

ondary users (18 users) have participated in the cooperative relay service and

have benefited from accessing the primary user’s free channel. However, if we

merely use the extended scheme, only 45% of secondary users (9 users) have

been selected, while 55% users have never been in these 1000 runs.
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Figure 3.11 shows that we achieve better Jain’s fairness indices when the

starvation-reduced scheme is present in case (1). The solid line indicates the

results when the starvation-reduced scheme is implemented, while the dotted

line indicates the results when the starvation-reduced scheme is absent. The

minimum index for both schemes is 0.05 when one and only one secondary user

is selected as relay user out of 20 users in one run. The maximum index our

starvation-reduced scheme can achieve is 0.3. However, when the starvation-

reduced scheme is absent, the maximum index drops to 0.2. The two cumulative

fractions at the starting point are different, because it is less likely that only one

user is selected as relay user in our starvation-reduced scheme. Although the

improved fairness indices are no more than 0.3, far less than 1, we emphasize

that our objective in fairness is not to equally share the free spectrum among all

secondary users. Instead, we aim to provide opportunities of spectrum access

for as many capable secondary users as possible.

In case (2), we measure all secondary users’ cumulative transmission rates

allocated by the primary user in all 1000 runs. We then compute the Jain’s fair-

ness index following Equation (3.14). The result is shown in Table 3.2. In our

tests, only 2 users have never been selected as relay users when the starvation-

reduced scheme is present and up to 12 users fail to become relay candidates

when that scheme is absent (as shown in Figure 3.10). Compared to the fairness

index under our original extended scheme, the new fairness index has been im-

proved by 83.64%.

Payment

Payment is another important factor in our system. We observe payments of

secondary users in this subsection. In this set of experiments, we create a ran-
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Table 3.2. The measurement of Jain’s fairness index of case (2) in Section 3.2
If the starvation-reduced the value of Jain’s

scheme is present fairness index
No 0.3381
Yes 0.6209
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Figure 3.12. The cumulative fraction of all payments in Section 3.2.

dom topology (2 ≤ |SU| ≤ 20) for each test and in each test all secondary users

have random channel information under constraints 0 < Ri ≤ 10,−80dB <

|h0i|, |hi0| ≤ −50dB. System parameter ω is set to be 2 and c is set to be 0.01. We

assume all secondary users behave truthfully in each test, because cheating be-

havior can always be detected under our algorithms and the cheater will never

be selected as relay candidate. After the primary user determines the relay can-

didates, the required payment of each candidate is recorded. We test 1000 runs

and record all payments. The cumulative distribution fraction results are shown

in Figure 3.12.

In Figure 3.12, among all payments, the smallest value is 0.088 and the largest

value is 0.396. We can also see the payments are almost uniformly distributed

between 0.088 and 0.396. This result is consistent with our settings in which

transmission rate Ri and channel gain h0i, h0i all follow uniform distributions
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Figure 3.13. The cumulative fraction of three out of five secondary users’ payments in
Section 3.2.

and are all independent of each other.

Then we record the payments of the first three secondary users when |SU| is

set to be 5 (and other settings are kept the same as in above experiments). The

cumulative fraction results are shown in Figure 3.13: (1) For any of the three

users, the chance of not being selected as relay candidate is about 27%; (2) The

minimum payment among all three users is 0.086 which is achieved by user

2; (3) The maximum payment among all three users is 0.612 which is achieved

by user 3. The reason why the maximum payments are different in Figure 3.12

and 3.13 is that in Figure 3.12 it is possible that more than 5 secondary users (k >

5) are selected as relay candidate which makes the payment less. In summary,

all these observations are consistent with our expectations.

3.2.8 Summary

In this work, we study the cheating behavior of selfish users in cooperative relay

and present the first cheat-proof scheme to suppress cheating. Theoretically, in

the model of strategic game, we rigorously show that with our basic scheme, all
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secondary users following the protocol is a DSE. Then we extend our study to

the model of the entire cooperative relay process. In the model of an extensive

game with perfect information, we show that it is a SPNE for all users to follow

our extended scheme. Experimentally, we perform extensive simulations to test

the effectiveness of our scheme. The simulation results verify that, without our

scheme, selfish users can cheat to harm other users in cooperative relay, but

with our scheme, they have incentives to follow the protocol, i.e., not to cheat.

Consequently, our schemes improve the system throughput significantly in face

of selfish users. In our experiments, it improves the system throughput by up

to 69.4%. Furthermore, we consider fairness and present a starvation-reduced

scheme.

We stress that, while our work has a lot of theoretical analysis, the problem

we study is closely related to some real world scenarios. For instance, consider a

scenario in which relay stations are established to support 4G communications

between a base station and mobile phones. These relay stations may belong

to owners other than the base station operator, and thus may have their own

interests that differ from the base station’s. So if a relay station can cheat to

benefit itself (more precisely, its owner), then it is likely to cheat.

Recall the numerical example in previous section. User 1 in this numerical

example could be a selfish relay station as mentioned above. When user 1 cheats

as we showed in this example, user 1 can get more access time, though it also

needs to make more payment. When the extra access time outweighs the addi-

tional payment, user 1 has incentives to cheat—-this is very likely because the

relay stations may have been established by an owner who is in need of a large

amount of access time.
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Although the scope of this work is mainly focused on cognitive radio net-

works, we notice that with minor modification the proposed algorithms can

be applicable to many kinds of cooperative relay networks. But we also stress

that certain aspects our scheme (in the current form) may be more suitable for

cognitive radio networks than for other networks. One reason is that an iden-

tifying feature of cognitive radio networks is the fact that both primary user

and secondary user coexist in the same spectrum and share resources without

interference or conflict. And the main objective of cognitive radio design is to

increase the spectrum utilization among different users. Recall in our system,

the primary user and the secondary user share the same spectrum. And the

cooperative relay is allowed only when the overall throughput of the primary

user is improved. Given other network models, like DTN, the relay mechanism

designed in our system cannot be perfectly deployed as in cognitive radio net-

works. We hope our work will be the first step towards cheat-proof cooperative

relay.

3.3 Algorithms for cognitive radio networks using

cooperative relay with general utility functions

3.3.1 Background and Motivation

In [81], Simeone et al., present a cooperative relay model that is different from

previous auction based models. In their model, secondary users can relay data
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for the primary user, and in return the primary user should allocate portions

of its free spectrum for those secondary users who provide relay services. Sec-

ondary users compete with each other based on their capability of relay trans-

mission rather than currency, and the primary user focuses on maximizing its

overall throughput (including throughput on direct link and throughput via

secondary users’ relay services). This is the first work that introduces Stack-

elberg game model into cooperative relay problems in CRN, while they also

present a nice proof for the existence of Nash Equilibrium (NE).

In [82], Zhang et al., study the cooperative relay in CRN as well but use a

different Stackelberg game model. They introduce payments into their model,

in which secondary users have to decide their payments to the primary user

and their affordable relay transmission rates when competing for the access

of primary user’s free spectrum. The utilities of primary users and secondary

users are affected by their achievable transmission rates as well as the payments.

Moreover, in their model, they elegantly prove that following their protocol is

a unique NE. In both work, primary user and secondary users are all assumed

to be selfish: The primary user limitedly shares its free channel with secondary

users, in order to exploit relay service and better utilize the authorized spec-

trum. On the other hand, each secondary user determines a proper amount of

resources (transmission power or transmission rate) used for relay service (and

also a proper amount of payment in [82]), such that its utility is maximized once

being selected as a relay user. In [83], the authors present cheat-proof schemes

based on the same utility models as in [82]. The selfish behaviors thus can be

suppressed during cooperative relay. Tang et al., in [61] study the cooperative

relay in CRN based on a Stackelberg game model where the utility of the pri-
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mary user is defined to be the sum of its weighted satisfaction of data rate and

the revenue it obtains from the secondary user, and the utility of the secondary

user equals to the weighted satisfaction of data rate minus its payment. In their

model, given one primary user and one secondary user, an optimal cooperative

spectrum leasing strategy is provided. The entire process of cooperative relay is

modeled as a Stackelberg game in [81][82][83][61], while the interactions among

secondary users are modeled as a strategic game (which is a part of the Stackel-

berg game).

One key observation is that although the Stackelberg game is widely used

for cooperative relay in CRN, the existing work is all based on one assumption:

the utility functions for primary user and secondary users belong to a specific

type of functions. For example, in [82] the utility for primary user is a linear

function of the achievable transmission rate (and payments). However, in some

situations, the primary user’s interest in the transmission rate may not be linear.

It could be that when the transmission rate is below a threshold, the primary

user quickly becomes very unhappy and thus the utility should decrease faster

than a linear function. The existing results have not taken such possibilities into

consideration and cannot be applied to such situations. Therefore, an efficient

model which considers general utility functions in cooperative relay would be

very useful in practice. As far as we know, there is no existing work providing

solutions for this problem.

In this work, we allow users to have general utility functions in cooperative

relay. In other words, there is no special restriction on users’ utility functions.

In such a scenario, we provide effective algorithms for both primary user and

secondary users. Following our algorithms, each secondary user can decide its
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optimal strategy when competing with others in cooperative relay, while each

primary user can determine a set of secondary user candidates in order to max-

imize its own utility. To be more precise, we present an iterated algorithm for

secondary users, in which they can finally reach a NE in determining their pay-

ments to the primary user in a pure strategic game. Also we present a genetic

algorithm, namely simulated annealing algorithm, for primary user to search

for optimal utility rather than using exhaustive search. Our experiment results

show that our algorithms are reliable and efficient (see evaluation section). Our

contribution can be summarized as follows:

• We design an iterated algorithm for secondary users to achieve a Nash

Equilibrium.

• We design a simulated annealing algorithm for primary user to find its

optimal utility.

• We perform simulations. Results demonstrate that, our algorithms are re-

liable and efficient.

3.3.2 Simulated Annealing

Given a set SU of secondary user candidates, the primary user has to determine

a subset S in order to obtain its highest utility. Although the primary user can

find S using exhaustive search on possible combinations of secondary users, the

time complexity is very high. Therefore we design an algorithm for primary

user to find its optimal utility in reasonable time based on simulated annealing.

Simulated annealing is a generic probabilistic metaheuristic for global op-

timization problems. It is more efficient than exhaustive search algorithm, es-
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pecially when the search space is large. Before we present our simulated an-

nealing algorithm for primary users, we have to specify some notations within

our model, including the state space, the neighbor of a state and the acceptance

probability function.

Denote by a n-bit state A = a1a2 . . . an the combination of the selected sec-

ondary users, where n = |SU|, ai = 1 if secondary user i is selected as a relay

node, and ai = 0 otherwise.

Definition 6. The state space SP is the set of all possible states of A except when

A = 00 . . . 0.

It is easy to see |SP| = 2n − 1.

Definition 7. Two states Ai, Aj ∈ SP are neighbors if either of the following is satis-

fied:

1. w(Ai) = w(Aj) and H(Ai, Aj) = 2

2. |w(Ai)− w(Aj)| = 1 and H(Ai, Aj) = 1

where w(A) is the weight5 of A and H(Ai, Aj) is the Hamilton distance6 between Ai

and Aj. Specifically, define a function E(Ai, Aj) = 1 if Ai and Aj are neighbors and

E(Ai, Aj) = 0 otherwise.

As we mentioned before, the primary user can compute its utility if the set

S of selected secondary users is determined. Therefore, given a state Ai ∈ SP,

denote the primary user utility by

UP(Ai) = Ω((R0i)i∈S, (Ri0)i∈S, (ci)i∈S),
5we use weight to represent the number of ”1” in a string.
6Hamilton distance is the number of different digits between two strings
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where S is the set of selected secondary users in state Ai.

Definition 8. The probability of making the transition from the current state Ai to a

candidate new state Aj is specified by an acceptance probability function P(UP(Ai), UP(Aj), T),

where T is a global time-varying parameter T. The acceptance probability function

can be calculated as follows:

P(UP(Ai), UP(Aj), T)

= {
1 UP(Aj) > UP(Ai)

e
UP(Aj)−UP(Ai)

T UP(Aj) ≤ UP(Ai).

3.3.3 Nash Equilibrium Search Algorithm for Secondary Users

Given a set of secondary user competitors, each secondary user determines its

payment to the primary user in order to maximize its own utility. In this work

we consider a pure strategy game, in which Nash Equilibrium exists when the

following conditions are satisfied [43]:

• Each Ci is a compact and convex subset of Euclidean space.

• Each ui is quasiconcave in ci and continuous.

Define c−i = (c1, c2, . . . , ci−1, ci+1, cm), (i = 1, 2, . . . , m). To find the NE, it suf-

fices to find the strategy set c∗ = (c∗1 , c∗2 , . . . , c∗m) such that for any secondary user

i, u∗i = π(Ri, (c∗i , c∗−i)) ≥ ui = π(Ri, (c′i, c∗−i)), where c∗i ̸= c′i. In another word, if

secondary user i has knowledge of other users’ strategies, then it can compute

its payment as c∗i = b(c∗−i) to maximize its utility. If there is at least one NE in
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the game, all secondary users can repeatedly perform their best response func-

tions and share the results time after time before each secondary user i reaches

its best strategy c∗i :

ck+1
i = bi(ck

−i), (3.15)

here k is the sequence number of iterated performance of all secondary users.

Each secondary user can obtain its best response function from its utility

function. One possible way to find bi() is under the situation that the partial

derivative of the utility function ui = Θ(Ri, (cj)j∈S) with respect to ci is zero.

In another word, if other secondary users do not change their payments in next

round of iteration, ci = bi(c−i) is the payment where all users reach a Nash

Equilibrium.

We assume each secondary user can exchange information with others us-

ing a reliable channel. Before each secondary user runs our algorithm, he should

know other users in S. Also he should be able to compute bi() given a specified

utility function Θ(). A synchronized timer Tmax is also required for the sys-

tem to restart the algorithm if it does not converge in a certain amount of time.

Based on these assumptions, our algorithm works as follows: In the first round,

each secondary user initiates a random non-zero payment and broadcast it to

others. Whenever he receives other |S| − 1 payments, he should compute its

best payment for the next round using its best response function and broadcast

the result. He should follow these steps repeatedly until the payments made by

other users as well as himself do not change, which means the payments of all

secondary users have been decided. In this way, a convergence point is found

where all secondary users reach a NE at the same time. If after Tmax rounds, the
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secondary users can not determine their payments, the algorithm will restart

and each secondary user initializes a new non-zero payment. The details of the

algorithm can be found in Algorithm 7.

Algorithm 7 Payment decision algorithm of user i

Input: the set S of secondary users, user i’s transmission rate Ri and its best response function
bi(), an initial set of non-zero payments c0 = (c0

1, c0
2, . . . , c0

n), n = |S|, an error threshold ϵ and
a time threshold Tmax.
Secondary user i does:

c∗ = c0, u∗i = Θ(Ri, c0)

T = 1

while T ≤ Tmax

if T < Tmax

c′i = bi(c∗−i)

else

T = 1

user i generate a new non-zero c′i
broadcast c′i to other secondary users

wait until receive all c′j(j ∈ S, j ̸= i)

c′ = c′i ∪ c′−i

if for every |c′j − c∗j | < ϵ, j ∈ S then

break

else

c∗ = c′, T = T + 1

end while

Output: c∗, u∗i

3.3.4 Heuristic Algorithm for Primary Users

Although the primary user can simply run an exhaustive search for its optimal

utility when a new game is modeled, the solution can be very time consuming.

Our experiment result shows that, even for a simple utility function, when |S| =
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30, the decision process will take up to 15 seconds (see Figure 3.16), which is

clearly unrealistic. Therefore, an efficient algorithm is needed for the primary

user to search for its optimal utility in practice.

In this section we present an algorithm based on simulated annealing. In

previous section, we reviewed the basic concepts and notations from stimulated

annealing theory. Now suppose G(SP, E) is an undirected graph whose vertices

are all states in SP, and in this graph there is an edge between Ai and Aj if

E(Ai, Aj) = 1.

Lemma 2. The diameter of G(SP, E) is (n− 1), n = |SU|.

Proof. We randomly pick two states Ai and Aj, consequently we have two se-

lected secondary sets Si and Sj. Define t1 = Si − Sj and t2 = Sj − Si. Thus the

shortest distance between these two states in G is Dij = max{|t1|, |t2|} ≤ n− 1.

Thus, the diameter of G(SP, E) is maxAi,Aj∈SP{Dij} = n− 1.

Based on Lemma 2, we know the shortest distance between two arbitrary

states is small, which indicates simulated annealing is applicable to our design

of state space for this problem.

Our algorithm for primary user works as follows: the primary user initiates

a random state A0 at the very beginning. After that, all secondary users selected

as relay nodes in state A0 are notified. These secondary users have to perform

Algorithm 7 so as to decide their payments, and report the results together with

their relay transmission rates to the primary user. The primary user can then

compute its utility based on the knowledge of these information. At each fol-

lowing step, the primary user considers a neighboring state A′ of the current

state A, and probabilistically decides between moving to state A′ or staying still
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in state A. These probabilities ultimately lead the system to move to states of

more utility. The steps are repeated until a given countdown timer Tmax has

been exhausted.

The probability of making a transition from the current state A to a candidate

new state A′ is determined by the acceptance probability function P(U(A), U(A′), Tmax),

which is specified in previous section. Note that the output of the function is

nonzero when U(A′) < U(A), meaning that the system may move to the new

state even when the utility is smaller than the current one. It prevents the algo-

rithm from becoming stuck in a local maximum utility rather than the global op-

timal utility. Moreover, when Tmax goes to zero, the probability P(U(A), U(A′), T)

must tend to zero if U(A′) < U(A). Therefore, in the early stage of the algo-

rithm, the system is willing to take moves that goes to smaller utility, however

prefers to staying in current state with larger utility when time goes near the

end. The details of this algorithm is given in Algorithm 8.

Note in Algorithm 8, whenever the primary user reaches a new state (a set

of secondary users), those selected secondary user should follow Algorithm 7

to decide and report their payments.

3.3.5 Evaluations

In this section, we provide evaluations of our algorithms in various scenarios.

Throughout the experiments, we want to show that both of our algorithms are

efficient in practice, and also we try to demonstrate the accuracy of our algo-

rithm in searching for primary user’s optimal utility.

To achieve these goals, we design our experiments as follows: (1) In the

first set of experiments, we randomly choose a subset of SU. Each secondary
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Algorithm 8 Heuristic search for primary user’s optimal utility

Input: the set of secondary user SU, an initial state A0, a countdown timer Tmax, a function
A′ = neighbor(A) generating a random neighbor A′ given the state A, and a function rand()
producing a random number within (0,1).
Primary user does:

A∗ = A = A0, u∗ = u = UP(A0)

T = Tmax

while T > 1

A′ = neighbor(A), u′ = UP(A′)

if rand() < P(u, u′, T) then

A = A′, u = u′

if u∗ < u then

A∗ = A, u∗ = u

T = T − 1

end while

Output: A∗, u∗

user selected should follow Algorithm 7 to decide its payment and finally all

users reach a NE. We want to show that the algorithm is efficient. (2) In the

second set of experiments, the primary user should run Algorithm 8 to search

for its optimal utility. And we study the accuracy of the output as well as the

overhead of the algorithm. To better illustrate the efficiency and effectiveness of

our algorithms, we compare the overhead and accuracy of our algorithms with

those of exhaustive search.

In this work we consider general utility function of primary user and sec-

ondary users, hence in this part we should specify proper utility functions for

evaluation. Recall the condition under which a Nash Equilibrium exists in a

pure strategic game in previous section. In this evaluation, without loss of gen-
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erality we use one possible utility function of secondary users:

ui = w

√
Ri(

∑j∈S,j ̸=i cj

|S| + ci)− ci, (3.16)

Given the utility function above, the best response function of secondary

user i can be obtained:

bi(c−i) =
w2Ri

4
−

∑j∈S,j ̸=i cj

|S| (3.17)

Moreover, we define the utility function of primary users as:

UP(S) = wRP(S) + ∑
i∈S

ci, (3.18)

where

RP(S) = min{RPS(S), RSP(S)}, (3.19)

RPS(S) = log2(1 + min
i∈S

Ri0), (3.20)

RSP(S) = log2(1 + R0 + ∑
i∈S

R0i), (3.21)

Overhead

To demonstrate the efficiency of our algorithms, we use the above two sets of

experiments to evaluate the overhead of Algorithm 7 and Algorithm 8. Here the

evaluated overhead is defined as the overall time the targeted algorithm uses to

achieve an output given valid inputs.

In our first set of experiment, we generate a set SU of secondary users with

random datasets including the transmission rates 0 < Ri, R0i, Ri0 < 10 and the
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Figure 3.14. Average overhead of algorithm 7 in Section 3.3.

initial payment 0 < ci < 2 for each secondary user i. |SU| = 50. Then we choose

a random subset S out of SU and ask each selected user in S to run Algorithm 7.

We consider the efficiency when |S| = 5, 10, . . . , 20. We randomly pick a

secondary user to record the overhead of Algorithm 7 (the overhead must be

the same for all selected users, and in each experiment we pick the user with

the least index number). The error threshold parameter ϵ is set to be 0.001.

The result is shown is Figure 3.14. Note we do not show average overhead of

exhaustive search algorithm here. The reason is that the overhead of exhaustive

search for NE is not tolerable, which takes up to several seconds when |S| = 20.

Theoretically, the overhead of exhaustive search for NE grows exponentially

when |S| increases. On the other hand, the average overhead of our Algorithm

7 is no more than 2ms even if |S| = 20, which is a large number of secondary

users in practice. Therefore, we know Algorithm 7 is much more efficient than

exhaustive search.

In our second set of experiments, to better illustrate the advantage of using

simulated annealing algorithm, we compare the overhead of Algorithm 8 with a
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Figure 3.15. Overhead of algorithm 8 when |SU| = 30 in Section 3.3.

modified exhaustive search algorithm which also uses Algorithm 7 to determine

each secondary user’s payment but exhaustively search the state space SP. Oth-

erwise, the overhead will become so large that the comparison is meaningless.

The details are as follows: We generate random datasets for secondary users

in each experiment as in the first set of experiment. First, the overall overhead

of Algorithm 8 is recorded in 100 runs when |SU| = 30. And we compare the

result with that in the modified exhaustive search algorithm. Second, we con-

sider a more general case when |SU| = 5, 10, . . . , 50, and measure the average

overhead of each case for primary user to reach its optimal utility. We also com-

pare the overhead of our algorithm with that in the modified exhaustive search

algorithm.

In Figure 3.15, the result shows that our algorithm only takes 2 seconds to

output while the exhaustive search algorithm will take almost 16 seconds when

|SU| = 30. The overhead is reduced by 88% in this situation. The more sec-

ondary user compete for relay candidates, the more efficient our algorithm will

be.
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Figure 3.16. Comparison between algorithm 8 and exhaustive search in Section 3.3.

Moreover, we compare the average time used in our algorithm with the time

in exhaustive search in Figure 3.16. The result shows that the more available

secondary users in SU, the more efficient our algorithm is. Note we use the

logarithm of time to base 10 instead of time in second in this figure. When

|SU| = 50 the overhead of exhaustive search is more than 106 seconds, while it

only takes 100.3 = 2 seconds to find the optimal utility using Algorithm 8. Be-

cause in our model, the primary user does not need to traverse the entire search

space to find the optimal solution, the overhead of Algorithm 8 is reasonable.

User Utility

In this part of evaluation, we want to show the accuracy of our algorithms.

For Algorithm 7, we use the same set of experiment when evaluating the over-

head of Algorithm 7 and the time threshold Tmax is set to be 500. We obtain the

optimal strategies of users through exhaustive search and compare the output

of our algorithms with those optimal values. The results show that our algo-

rithm can always find the NE before timer reaches Tmax. Therefore, the accuracy
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Figure 3.17. Utility difference when Tmax = 500 and |SU| = 30 in Algorithm 8 in
Section 3.3.

of Algorithm 7 is 100%.

To show the accuracy of Algorithm 8, we consider a set of secondary users

|SU| = 30 and also we compute the real optimal utility up of primary user. Then

we let primary user run Algorithm 8 100 times when the time threshold Tmax is

set to be 500. We compare the output of each run with up to show how our

algorithm performs within limited time threshold.

In Figure 3.17, we show the utility difference between real optimal utility of

primary user and the output of Algorithm 8 when the time threshold Tmax = 500

and |SU| = 30. The result shows that even when the time threshold is set to be a

small number, most outputs (97 out of 100) stay in the acceptable range of ±1%

of optimal utility.

3.3.6 Summary

In all existing game theory based cooperative relay models in cognitive radio

networks, the utility functions for primary users and secondary users are in
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specified types. Hence, one model may not be applicable for different scenar-

ios. In this work, we consider the general case of utility functions of primary

user and secondary users. First we present an algorithm for secondary users to

reach a NE in determining their payments to the primary user. Following this

algorithms, secondary users can decide their optimal strategy when competing

with others in our model. Then we present another algorithm for primary user

to search for the optimal utility instead of using exhaustive search. The exper-

iment results show that our algorithms are accurate and efficient. The over-

head by our algorithms can be reduced by up to 88% compared with exhaustive

search.

3.4 MICOR: A Market for Incentive-Compatible Co-

operative Relay in Cognitive Radio Networks

3.4.1 Background and Motivation

Here we study the incentives of secondary users in the second type of cooper-

ative relay (see Section Technical Preliminaries), which is among the secondary

users only and does not involve any primary user.

A crucial problem in this cooperative relay process lies in the (lack of) in-

centives for the potential relay nodes, i.e., the secondary users who have spare

spectrum. Why are these nodes willing to relay traffic of other secondary users

using their own communications resources? In general, such relay does not
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benefit the relay nodes but can consume significant amounts of their resources.

These nodes should have little or no interest in providing relay services, unless

they receive appropriate compensation for such services.

In this work, we propose that relay nodes should receive payments for their

relay services, so that they have incentives to provide such services. Note that

payment is a standard approach for stimulating cooperation. In wireless net-

works, the payment approach has been used to stimulate cooperation in many

scenarios such as routing and packet forwarding of ad hoc networks [72]-[76],

channel assignment [77]-[80], and most importantly, other types of cooperative

relay [82]-[89].

Specifically, we design MICOR, a Market for Incentive-compatible COoperative

Relay. MICOR allows each potential relay node to submit a valuation function,

which describes how much payment its relay service is worth. (This informa-

tion must be represented by a function rather than by a single number, because

for each possible amount of relay service, a corresponding amount of payment

needs to be specified.) Then, based on the submitted valuation functions, the

session that needs cooperative relay selects the relay nodes to be used, com-

putes the amount of relay traffic for each selected relay node, and also decides

the corresponding amount of payment for each selected relay node.

One advantage of MICOR is that it guarantees all potential relay nodes have

very strong incentives to provide their true valuation functions. In other words,

MICOR prevents these node from lying about their valuation functions. This

is extremely important because as we mentioned above, the selection of relay

nodes, the assignment of relay traffic, and the computed payment all depend

on the valuation functions. More precisely, MICOR guarantees that it is a Dom-
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inant Strategy Equilibrium (DSE) for all potential relay nodes to submit their

true valuation functions.

The above guarantee has one precondition (called No Monopoly condition

hereafter; see analysis section for definition): There is no indispensable relay

node for the cooperative relay. That is, with any single relay node excluded, the

cooperative relay can still succeed. Whether this condition holds depends on

the assignment of channel (and the demand for relay traffic). Consequently, we

also design an algorithm for channel assignment that reduces monopoly.

Our contributions can be summarized as follows.

• We design MICOR for cooperative relay among secondary users. We rig-

orously prove that, if MICOR is used, it is a DSE for all potential re-

lay nodes to report their true valuation functions, assuming there is no

monopoly.

• For MICOR, we also design a channel assignment algorithm that reduces

monopoly.

• Results of extensive evaluations demonstrate that MICOR provides strong

incentives to potential relay nodes, effectively reduces monopoly, and has

good efficiency.

3.4.2 System Model

Suppose there is a cognitive radio network with primary users and secondary

users, where secondary users can access primary users’ spectrum holes oppor-

tunistically. Among the secondary users, there are a source node SN and a des-

tination node DN. We consider the session from SN to DN, which may need
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other nodes to provide cooperative relay for better performance. Also among

the secondary users, there are N (potential) relay nodes for the session between

SN and DN. Let the relay node set be RNS = {RNi|i = 1, . . . , N}, where RNi

represents the ith relay node. All these relay nodes are within the communica-

tion ranges of both SN and DN, so that if they are willing to, they can relay data

from SN to DN.

Now consider channel assignment among these nodes. Just as in [67], we as-

sume that each involved node has a cognitive radio that can dynamically access

any combination of available channels. Also suppose that there are K channels

in total (K > 1), where all channels have equal bandwidths. Assume that the

channels for direct transmission from SN to DN have been assigned, and so

we can focus on the channel assignment for relay only. Denote the channel as-

signment for cooperative relay by Z = {zi,j,k}1≤i,j≤N+2,1≤k≤K, where zi,j,k = 1 if

channel k is assigned to the communication link from RNi to RNj, and 0 other-

wise. Here, two special indices above N are reserved for the source and destina-

tion: We define RNN+1 = SN and RNN+2 = DN, for simplicity of presentation.

The channel assignment Z needs to satisfy the following requirements:

• A channel can be assigned to a communication link only if this channel is

available to both endpoints of the link. (Note that a channel could become

unavailable at a certain location because the channel is used by a primary

user, because the channel is used by the direct transmission, or because

there is interference from other sessions). Formally, let ai,k = 1 if channel

k is available to RNi, and ai,k = 0 otherwise. Then, for all i, j (1 ≤ i, j ≤
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N + 2), and all k (1 ≤ k ≤ K),

ai,kaj,k = 0⇒ zi,j,k = 0.

• The assignment should not cause interference among the involved nodes

(SN, DN, and the nodes in RNS). Let us adopt an assumption from [67]:

All these involved nodes are in the interference range of each other. Then,

each channel is assigned to at most one communication link: For all k

(1 ≤ k ≤ K),

∑
1≤i,j≤N+2

zi,j,k ≤ 1.

Suppose that the session between SN and DN has demand of rate RD. Let

CD be the capacity of direct transmission from SN to DN. If RD is greater than

CD, then the session definitely needs cooperative relay in order to satisfy the

demand. In this case, RR = RD − CD is the amount of additional transmission

rate needed to meet the session’s demand besides direct transmission.

To reward those relay nodes who provide relay services, the session should

provide payments to them as compensation. Each relay node RNi has a val-

uation function Vi() of the relay service it may provide, which describes the

amount of payment its relay service is worth. For any relay transmission rate

f , RNi believes that it deserves a payment of Vi( f ) for providing the relay ser-

vice. This valuation function Vi() depends on a number of factors, such as the

channel assignment and node RNi’s own demand of data transmission. There

are a few requirements that a reasonable valuation function Vi() should satisfy.

Specifically, Vi() should be a function defined on the interval [0, ci),7 where ci is

7Note that ci depends on the channel assignment, and other factors like node RNi’s own
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the maximum transmission rate from SN to DN through the relay of RNi (not

including the transmission rate on the direct link from SN to DN), such that:

• (RQ1) Vi() should be increasing, because when the relay node RNi pro-

vides more relay service, RNi deserves more payment as reward.

• (RQ2) Vi() should be convex, because the utility of secondary users is gen-

erally assumed to be concave on f. In other words, when RNi has used

more of its own communications resources to provide relay, RNi becomes

less willing to spend additional communications resources on the relay.

• (RQ3) Vi() should be continuously differentiable.

Besides these requirements, we assume that the relay nodes are not willing to

spend all their communications resources on relay (because, e.g., they may have

their own demand of data transmission). Formally, we have (RQ4): lim f→ci Vi( f ) =

+∞, and lim f→ci V′i ( f ) = +∞.

Hereafter, for ease of presentation and analysis, we extend the domains and

ranges of Vi() and V′i () by defining

∀ f ≥ ci, Vi( f ) = V′i ( f ) = +∞.

Note that for any 0 ≤ f < ci, Vi( f ) and V′i ( f ) are still finite real numbers. Since

this extension should be done to all valuation functions, we call it (RQ5).

Sometimes, we use V to represent the profile {Vi}N
i=1 of valuation functions.

Hence, RNi’s utility is

Ui = Pi −Vi(Fi), (3.22)

demand of data transmission.
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where Fi is the relay rate RNi needs to provide to the session, and Pi is the

amount of payment RNi receives as reward. Our main objective in this work

is to design an algorithm that computes Fi and Pi for each relay node RNi (and

also an appropriate channel assignment algorithm that supports the former al-

gorithm).

Clearly, the total data rate from all relays should be RR, i.e.,

N

∑
i=1

Fi = RR.

If an algorithm computing all the Fi and Pi always satisfies this condition, then

we say the algorithm is feasible. We stress that feasibility is the basic requirement

for any algorithm computing all the Fi and Pi.

As mentioned above, we need to design an algorithm for the session to deter-

mine all the Fi and Pi. In addition to being feasible, this algorithm also needs to

satisfy the following condition: In order to compute all the Fi and Pi, the source

needs the relay nodes to provide information about their valuation functions.

However, since the relay nodes are selfish, they may provide false information

about their valuation functions. Denote by Wi() the valuation function reported

by RNi to the source. In general, Wi() may not be equal to Vi(). But we target to

give each relay node incentives to report Wi() = Vi().

3.4.3 MICOR Algorithm Design

In this section, we design the main algorithm for MICOR, which computes all Fi

and Pi from the reported valuation functions, assuming that the channels have

already been assigned appropriately. We study the assignment of channels in a
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later section.

1. if ∃Wi does not meet any of the requirements
(RQ1)-(RQ5), report cheating; terminate.

2. for i = 1 to N
3. W̄ ′i = (W ′i )

−1;
4. Solve the equation
5. ∑N

i=1 W̄ ′i (x) = RR;
6. if no solution, output “No Solution” and terminate;

otherwise, let the solution be x∗;
7. for i = 1 to N
8. Fi ← W̄ ′i (x∗);
9. for i = 1 to N
10. Solve the equation
11. ∑

1≤j≤N
j ̸=i W̄ ′j (x) = RR;

12. if no solution, output “No Solution” and
terminate; otherwise, let the solution
be x∗i ;

13. Pi ← ∑
1≤j≤N
j ̸=i (Wj(W̄ ′j (x∗i ))−Wj(Fj)).

Figure 3.18. MICOR main algorithm: computing all Fi and Pi in Section 3.4

As illustrated in Figure 3.18, the algorithm works as follows. First, SN col-

lects valuation functions from all relay nodes and checks whether these func-

tions satisfy the five requirements (RQ1)-(RQ5) in the system model. If any of

them does not satisfy any of these requirements, the corresponding relay node

must have been cheating.

Then, for each valuation function Wi, SN computes the inverse function W̄ ′i

of W ′i , where W ′i is the derivative of Wi. (Note that W̄ ′i is not the derivative of W̄i.)

Given all W̄ ′i , SN should find a solution of the equation in line 5 of Figure 3.18.

If no solution can be found, then it means that all relay nodes’ total achievable

transmission rates are still below the amount of additional transmission rate

needed by the session. In other words, the capacity of all relay channels is in-

sufficient for the source’s relay traffic demand. In this case, the source simply
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reports that there is no way to satisfy the demand of this session.

If a solution is found for the equation in line 5, this solution is actually a

universal marginal price for relay service. Each relay node’s amount of relay

traffic can be decided by this marginal price. Finally, to obtain the payment

Pi for each relay node RNi, SN has to first find a solution of equation in line

11. It might be the case that there is no solution to this equation. In this case,

a monopoly (See Definition 9) is detected. As we show in the next section, our

algorithm works under the assumption of no monopoly. Hence, in this case, the

algorithm again reports that there is no way to satisfy the demand.

3.4.4 MICOR Algorithm Analysis

Given the MICOR main algorithm designed in the previous section, we now

formally show that it is feasible (Proposition 10) and provides strong incentives

for relay nodes to report true valuation functions (Theorem 4).

Hereafter, denote by Fj(Wi, W−i) the data rate of RNj’s relay when RNi uses

strategy Wi and all relay nodes except RNi use W−i. Similarly, we use Pj(Wi, W−i),

x∗(Wi, W−i), and x∗j (Wi, W−i) to represent the values of Pj, x∗, and x∗j when RNi

uses strategy Wi (resp., Vi) and other relay nodes use W−i.

Using these notations, we can now formally define monopoly and no monopoly.

Intuitively, a monopoly of a relay node means this node can not be excluded in

order for the cooperative relay to be successful. No monopoly means there is

no such node and thus cooperative relay can be successful with any single relay

node excluded.
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Definition 9. We say there is a monopoly of relay node RNi (1 ≤ i ≤ N) if

∑
1≤j≤N,j ̸=i

cj ≤ RR.

We say there is no monopoly if no relay node RNi (1 ≤ i ≤ N) satisfies the above

requirement.

As we mentioned earlier, no monopoly is a precondition for our MICOR

main algorithm to be feasible.

Proposition 10. If there is no monopoly, then the MICOR main algorithm is feasible,

i.e., for any W, it always holds that

N

∑
i=1

Fi(W) = RR.

Proof. First, let us show that no monopoly implies equations in line 11 have

solutions. For any i (1 ≤ i ≤ N), because of no monopoly of RNi,

∑
1≤j≤N,j ̸=i

cj > RR.

Now let

α =
RR

∑1≤j≤N,j ̸=i cj
,

so we know that α < 1, and that

∑
1≤j≤N,j ̸=i

αcj = RR.
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Consequently, {x(0)j }1≤j≤N,j ̸=i where x(0)j = Wj
′(αcj) is a solution to the equation

1≤j≤N

∑
j ̸=i

W̄ ′j (xj) = RR. (3.23)

Since 0 ≤ αcj < cj, each x(0)j is a finite real number. Next, we construct a

sequence {x(1)j }1≤j≤N,j ̸=i, {x
(2)
j }1≤j≤N,j ̸=i, . . . as follows. Let J = arg maxj x(θ)j

and J′ = arg minj x(θ)j . If xJ = xJ′ , then for all j, x(θ+1)
j = x(θ)j . Otherwise, define

a function

Y(x) = W ′J′(W̄
′
J(x(θ)J ) + W̄ ′J′(x(θ)J′ )− W̄ ′J(x)).

Clearly,

Y(x(θ)J ) = x(θ)J′ < x(θ)J . (3.24)

On the other hand, we can pick an arbitrary finite real number y△ > x(θ)J , and

let

x△ = W ′J(W̄
′
J(x(θ)J ) + W̄ ′J′(x(θ)J′ )− W̄ ′J′(y

△)).

Clearly, Y(x△) = y△ > x(θ)J > x(θ)J′ . It is easy to see Y() is a decreasing function,

and thus x△ < x(θ)J . Hence,

Y(x△) > x△. (3.25)

Combining Equations (3.24) and (3.25), and taking into account that Y() is con-

tinuous, we get that there is x⋄ (x△ < x⋄ < x(θ)J ) such that Y(x⋄) = x⋄. So we

let x(θ+1)
J = x(θ+1)

J′ = x⋄. For any other j (j ̸= i, J, J′), we let x(θ+1)
j = x(θ)j . It is

easy to verify that {x(θ+1)
j }1≤j≤N,j ̸=i is still a solution to Equation (3.23), as long

as {x(θ)j }1≤j≤N,j ̸=i is a solution to Equation (3.23).

It is not hard to show that for any j1 ̸= j2 (j1, j2 ̸= i), limθ→∞ x(θ)j1
= limθ→∞ x(θ)j2

.
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Hence, for any j ̸= i (1 ≤ j ≤ N), limθ→∞ x(θ)j is a solution to the equation in

line 11.

Second, using a method similar to the above, we can show that no monopoly

also implies the equation in line 5 has solutions.

Finally, now we know that if there is no monopoly, then all equations in

MICOR main algorithm have solutions. From line 8 of the algorithm we know

that

∀i, Fi(W) = W̄ ′i (x∗(W)).

Since x∗(W) is the solution to the equation in line 5, we can plug this into the

equation, and so get that
N

∑
i=1

Fi(W) = RR.

Hence, the MICOR main algorithm is feasible.

So far we have proved the feasibility of our main algorithm. In order to

prove that it provides incentives for reporting true valuation functions, we need

to first establish a lemma.

Lemma 3. Suppose that MICOR main algorithm is executed in a network with no

monopoly. If Fi(Wi, W−i) < Fi(Vi, W−i), then for any j ̸= i, Fj(Wi, W−i) > Fj(Vi, W−i).

If Fi(Wi, W−i) > Fi(Vi, W−i), then for any j ̸= i, Fj(Wi, W−i) < Fj(Vi, W−i). If

Fi(Wi, W−i) = Fi(Vi, W−i), then for any j ̸= i, Fj(Wi, W−i) = Fj(Vi, W−i).

Proof. The proof for the first part goes as follows: If Fi(Wi, W−i) < Fi(Vi, W−i),

then by Proposition 10, we know that

1≤j≤N

∑
j ̸=i

Fj(Wi, W−i) >
1≤j≤N

∑
j ̸=i

Fj(Vi, W−i).
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Hence, there exists j∗ ̸= i such that Fj∗(Wi, W−i) > Fj∗(Vi, W−i). Combining this

with lines 7 and 8 of MICOR main algorithm we get that

W̄ ′j∗(x∗(Wi, W−i)) > W̄ ′j∗(x∗(Vi, W−i)).

Since Wj∗() is convex,

x∗(Wi, W−i) > x∗(Vi, W−i).

For all j ̸= i, since Wj() is convex,

W̄ ′j (x∗(Wi, W−i)) > W̄ ′j (x∗(Vi, W−i)),

which is equivalent to that Fj(Wi, W−i) > Fj(Vi, W−i).

The proof of the second part is similar to the first part and thus we skip it.

The proof of the third part goes as follows: Assume, for the purpose of con-

tradiction, that Fi(Wi, W−i) = Fi(Vi, W−i), but ∃j s.t. Fj(Wi, W−i) ̸= Fj(Vi, W−i).

Then there are two cases.

Case A: Fj(Wi, W−i) < Fj(Vi, W−i). By Proposition 10, we know that ∃k such

that

Fk(Wi, W−i) > Fk(Vi, W−i), (3.26)

because otherwise the total demand of RR can not be satisfied. From lines 7 and

8 of MICOR main algorithm, we get that

W̄ ′j (x∗(Wi, W−i)) < W̄ ′j (x∗(Vi, W−i)).
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Since Wj() is convex,

x∗(Wi, W−i) < x∗(Vi, W−i).

Therefore,

W̄ ′k(x∗(Wi, W−i)) < W̄ ′k(x∗(Vi, W−i)),

which is equivalent to that Fk(Wi, W−i) < Fk(Vi, W−i). But this is contradictory

to Equation (3.26).

Case B: Fj(Wi, W−i) > Fj(Vi, W−i). Similar to Case A, we can show this also

leads to a contradiction.

In summary, there is always a contradiction. Hence, the third part is also

proved.

Using Lemma 3, now we can show:

Theorem 4. Suppose MICOR main algorithm is executed in a network with no monopoly.

Then it is a DSE for all relay nodes to report their true valuation functions, i.e., V is a

DSE.

Proof. Consider any relay node RNi, any strategy Wi of RNi, and any W−i.

In order to compare Ui(Wi, W−i) with Ui(Vi, W−i), we distinguish two cases.

Case A: With both strategies Wi and Vi, the same value of x∗ is computed in

line 5 of the main algorithm. In this case,

x∗(Vi, W−i) = x∗(Wi, W−i).

Hence, from lines 7 and 8 we can easily see that

∀j ̸= i, Fj(Vi, W−i) = Fj(Wi, W−i).
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Consequently,

Fi(Vi, W−i) = RR −
1≤j≤N

∑
j ̸=i

Fj(Vi, W−i) (3.27)

= RR −
1≤j≤N

∑
j ̸=i

Fj(Wi, W−i) (3.28)

= Fi(Wi, W−i). (3.29)

Since the equation in line 11 of MICOR main algorithm is independent from

Wi, the solution to the equation, x∗i is also independent from Wi. In line 13 of

MICOR main algorithm, Pi is computed using x∗i , {Fj}N
j=1 and other variables

that are independent from Wi. Hence,

Pi(Vi, W−i) = Pi(Wi, W−i). (3.30)

Combining Equations (3.29)(3.30), we get that

Ui(Vi, W−i) = Ui(Wi, W−i).

Case B: With strategies Wi and Vi, different values of x∗ are computed in line

5 of MICOR main algorithm. In this case,

x∗(Vi, W−i) ̸= x∗(Wi, W−i).

Therefore, Fi(Vi, W−i) may not be equal to Fi(Wi, W−i). We further distinguish

two subcases.

Subcase B-1: Fi(Vi, W−i) ≥ Fi(Wi, W−i). In this subcase, by Lemma 3, we
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know that for all j ̸= i, Fj(Vi, W−i) ≤ Fj(Wi, W−i). Now we study the utility

difference:

Ui(Vi, W−i)−Ui(Wi, W−i)

= Pi(Vi, W−i)−Vi(Fi(Vi, W−i))− (Pi(Wi, W−i)

−Vi(Fi(Wi, W−i)))

= Pi(Vi, W−i)− Pi(Wi, W−i)− (Vi(Fi(Vi, W−i))

−Vi(Fi(Wi, W−i)))

= Pi(Vi, W−i)− Pi(Wi, W−i)−
∫ Fi(Vi,W−i)

Fi(Wi,W−i)
Vi
′( f )d f .

Since Vi() is convex, Vi
′ is increasing. Consequently, for any f such that Fi(Wi, W−i) <

f < Fi(Vi, W−i),

Vi
′( f ) < Vi

′(Fi(Vi, W−i))

= x∗(Vi, W−i).

Hence,

Ui(Vi, W−i)−Ui(Wi, W−i)

≥ Pi(Vi, W−i)− Pi(Wi, W−i)

−(Fi(Vi, W−i)− Fi(Wi, W−i)) · x∗(Vi, W−i)

= (∑
1≤j≤N
j ̸=i (Wj(Fj(Wi, W−i))−Wj(Fj(Vi, W−i))))

−(Fi(Vi, W−i)− Fi(Wi, W−i)) · x∗(Vi, W−i)

= (∑
1≤j≤N
j ̸=i (Wj(Fj(Wi, W−i))−Wj(Fj(Vi, W−i))))
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−∑
1≤j≤N
j ̸=i (Fj(Wi, W−i)− Fj(Vi, W−i))

·x∗(Vi, W−i)

= ∑
1≤j≤N
j ̸=i (

Wj(Fj(Wi,W−i))−Wj(Fj(Vi,W−i))

Fj(Wi,W−i)−Fj(Vi,W−i)

−x∗(Vi, W−i)) · (Fj(Wi, W−i)− Fj(Vi, W−i)),

where the first equality is due to line 13 of MICOR main algorithm and the fact

that x⋆i is independent of Wi, and the second equality is due to the feasibility of

the algorithm. Applying Lagrange mean-value theorem, we get that

Ui(Vi, W−i)−Ui(Wi, W−i)

≥ ∑
1≤j≤N
j ̸=i ((W ′j (η)− x∗(Vi, W−i))

·(Fj(Wi, W−i)− Fj(Vi, W−i))),

where Fj(Vi, W−i) < η < Fj(Wi, W−i). Since Wj() is convex,

W ′j (η) > W ′j (Fj(Vi, W−i)) = x∗(Vi, W−i).

Therefore,

Ui(Vi, W−i)−Ui(Wi, W−i) ≥ 0.

Subcase B-2: Fi(Vi, W−i) < Fi(Wi, W−i). In this subcase, by Lemma 3, we

know that for all j ̸= i, Fj(Vi, W−i) > Fj(Wi, W−i). Many steps in this subcase

are similar to Subcase B-1 and thus we will skip part of them.

Ui(Vi, W−i)−Ui(Wi, W−i)

=
∫ Fi(Wi,W−i)

Fi(Vi,W−i)
Vi
′( f )d f − (Pi(Wi, W−i)− Pi(Vi, W−i))
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For any f such that Fi(Vi, W−i) < f < Fi(Wi, W−i),

Vi
′( f ) > Vi

′(Fi(Vi, W−i))

= x∗(Vi, W−i).

Hence,

Ui(Vi, W−i)−Ui(Wi, W−i)

≥ (Fi(Wi, W−i)− Fi(Vi, W−i)) · x∗(Vi, W−i)

−(Pi(Wi, W−i)− Pi(Vi, W−i))

= ∑
1≤j≤N
j ̸=i (

Wj(Fj(Vi,W−i))−Wj(Fj(Wi,W−i))

Fj(Vi,W−i)−Fj(Wi,W−i)

−x∗(Vi, W−i)) · (Fj(Vi, W−i)− Fj(Wi, W−i)).

Therefore, similar to Subcase B-1, we can get that

Ui(Vi, W−i)−Ui(Wi, W−i) ≥ 0.

In summary, we always have that

Ui(Vi, W−i) ≥ Ui(Wi, W−i),

and so V is a DSE.
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3.4.5 Channel Assignment to Reduce Monopoly

Recall that in the previous section, we assume channels have already been as-

signed appropriately. In this section, we study how to assign channels appro-

priately so that MICOR main algorithm can be executed to compute Fi and Pi.

By Proposition 10, the feasibility of MICOR main algorithm requires that

there is no monopoly. Ideally, we should develop a channel assignment algo-

rithm that can prevent monopoly. Nevertheless, we notice that whether there is

a monopoly depends not only on the channel assignment, but also on RR, the

additional transmission rate the cooperative relay needs to provide.

As mentioned previously, there is no monopoly if the cooperative relay can

be done with any relay node being excluded. When RR gets large enough, it be-

comes simply impossible to satisfy the relay traffic demand with one relay node

being excluded. (In fact, when RR gets even larger, it also becomes impossible

to satisfy the demand even with all the relay nodes in RNS.) Therefore, to char-

acterize how “good” a channel assignment is in terms of monopoly reduction,

we define a concept called monopoly threshold as follows.

Definition 11. Given a network, for a channel assignment Z, the monopoly thresh-

old is the maximum relay transmission rate that this network is able to provide while

ensuring there is no monopoly. We write it as MT(Z).

In a network with a channel assignment Z, if the relay traffic demand RR ≤

MT(Z), then we know under this channel assignment Z, our MICOR main al-

gorithm is feasible. Otherwise, if RR > MT(Z), then there must be a monopoly.

On the other hand, when the channel assignment Z varies, the monopoly

threshold MT(Z) also varies. The greater MT(Z) is, the better Z is (in terms of
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reducing monopoly). The best possible channel assignment Z should maximize

MT(Z), in order to allow more relay traffic demand RR. Formally, we have the

following definition:

Definition 12. A channel assignment Z⋆ achieves the optimal monopoly reduction

if

Z⋆ = arg max
Z

MT(Z).

Hence, it would be best if we could design a channel assignment algorithm

that achieves the optimal monopoly reduction. Unfortunately, the problem of

channel assignment is hard in general [90], and it seems even harder if we want

to achieve the optimal monopoly reduction. Consequently, we design a dis-

tributed channel assignment algorithm that assigns the channels in a way that

does not tend to generate monopoly. Our algorithm is heuristic and does not

have a guarantee for optimal monopoly reduction. However, our experimental

results in evaluation section show that it achieves the optimal monopoly reduc-

tion with a very good probability.

The main idea behind this algorithm is simple: To prevent relay nodes from

becoming indispensable for the relay, we can assign the channels in a “fair”

manner. We make sure no relay node gets significantly more channels than

other relay nodes for relaying traffic.

Figure 3.19 describes our channel assignment algorithm for each potential

relay node RNi. In our algorithm, periodically RNi searches with a probability

for a new pair of channels (x, y), such that i can communicate with SN and DN

through channels x and y respectively. This probability of search depends on

n, the number of channel pairs that i has already obtained. The more channel



144

1. n← 0;
2. RCN ← {1, 2, . . . , K};
3. for m = 1 to r
4. CP← {(x, y)|x, y ∈ RCN, x ̸= y,

aN+1,xai,x = 1, ai,yaN+2,y = 1};
5. if CP = ∅
6. go to step 8;
7. else if rand < pi(n)

find a pair of channels (x, y) ∈ CP;
broadcast a claim for channels x and y;
n← n + 1;
RCN ← RCN\{x, y};

8. wait for time ∆t while listening
9. upon receiving a claim for channels (x′, y′)
10. if {x, y} ∩ {x′, y′} ̸= ∅
11. n← n− 1;

RCN ← RCN ∪ {x, y};
broadcast an announcement that
it has released channels x and y;

12. else
13. RCN ← RCN\{x′, y′};
14. upon receiving an announcement that

x′ and y′ have been released
15. RCN ← RCN ∪ {x′, y′};

Figure 3.19. Channel assignment algorithm for MICOR in Section 3.4.

pairs RNi has already obtained, the less probability it has for searching for new

channel resources. Formally, we use a decreasing function pi() to compute this

probability from n.

Clearly, there may be a conflict between two or more relay nodes, if they try

to obtain the same channel at the same time. To address this issue, we require

that, once a node finds a pair of new channels through its search, the node needs

to broadcast a claim for this pair of channels. After broadcasting the claim, the

node should wait for time ∆t. Here ∆t is a parameter greater than 2 times the
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maximum transmission time between two relay nodes. If RNi receives a claim

for either channel in the pair within ∆t, RNi should release both channels and

announces the release to all other nodes. Otherwise, after the waiting period of

∆t is completed, RNi knows that it has obtained the pair of channels.

We repeat the above procedure for a number of times, and then with high

probability, no more channel can be assigned for relay. In practice, the number

of repetitions is pretty small and thus our channel assignment algorithm is very

efficient (see evaluation section for experimental results).

One observation of this channel assignment algorithm is that the overhead is

mainly determined by ∆t, because the involved computation is relatively sim-

ple (see evaluatoin section for experimental results). Consequently, it is very

important to make ∆t small, although ∆t should definitely be greater than twice

the maximum transmission time.

Another observation is that we can re-execute our channel assignment algo-

rithm multiple times, in order to achieve the optimal monopoly reduction with

a better probability. Note that this repetition8 of the entire algorithm is different

from the repetition of channel searching inside the algorithm. When the entire

repetition process finishes, each relay node has to follow the channel assignment

which has the highest monopoly threshold. (If the highest monopoly threshold

is achieved by more than one channel assignment, then all relay nodes follow

the first one.) Our evaluation results demonstrate that the optimal channel as-

signment can be achieved with probability of over 99% when the algorithm is

executed for 4 times.
8This repetiton of the entire algorithm needs synchronization among relay nodes. Such syn-

chronization can be achieved using various methods, e.g., using synchronous clocks.
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Figure 3.20. Ratio (of cheating utility to honest utility) measurement if V(x) = k(log c−
log(c− g(x))) is applied in Section 3.4.

3.4.6 Evaluations

We implement our MICOR algorithms and test them using NS2. In particular,

we conduct three sets of experiments:

• First, we verify that, when MICOR is used, each relay node has strong

incentives to report its true valuation function. To achieve this objective,

we study how a node’s strategy affects its utility under MICOR. Our re-

sults show that, it is always the best strategy for a node to report the true

valuation function.

• Second, we evaluate the monopoly reduction of the MICOR channel as-

signment algorithm. Our results show that, when the MICOR channel as-

signment algorithm is executed for a few times (and the parameter r is set

appropriately), with probability of more than 99%, the optimal monopoly

reduction is achieved.

• Third, we measure the computation and communications overheads of

MICOR. The results show that MICOR is very efficient.
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Figure 3.21. Ratio measurement if V(x) = kx
c−g(x) is applied in Section 3.4.

Note we do not measure how our protocols can affect the network perfor-

mance (e.g. overall throughput, etc), because ideally under our protocols the

same improvement can be achieved as in [67, 68].

Relay Node’s Utility

In the first set of experiments, we test how the strategy of a potential relay

node affects its utility. In NS2, we simulate a wireless network with 10 nodes,

and test three types of valuation functions of each relay node RNi:

• Vi(x) = ki(log ci − log(ci − g(x))),

• Vi(x) = kix
ci−g(x) ,

• Vi(x) = ki(
1

(ci−g(x))2 − 1
c2

i
),

where

g(x) =

 x if 0 ≤ x < ci

ci otherwise
, (3.31)

and ki is a parameter determined by node RNi itself in each valuation function.

In our experiments, we assume ki is an integer such that 1 < ki ≤ 5. It is
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randomly picked for each RNi before each run of our test. RNi’s maximum

relay transmission rate ci is also picked randomly from the range 0 < ci < 10.

It is easy to verify that the above defined utility functions all satisfy the five

requirements (RQ1)-(RQ5) in system model. Recall that we have extended the

definition of utility function and defined Vi(x) = +∞ for all x ≥ ci.

We test utilities of nodes for each of the above valuation functions respec-

tively. For each valuation function, we have 100 runs of our test. In all of these

runs, we assume RR = 50.

We choose a random node RNX and observe its utility change over all the

100 runs. In each run, we first randomly pick a strategy for each of the other

9 nodes. This strategy could be either honestly reporting the true valuation

function, or cheating by reporting a false valuation function. Then, we measure

the utility of RNX in two cases: In the first case, the strategy of RNX is honest

and reports its true valuation function VX. In the second case, the strategy of

RNX cheats and reports a random false valuation function WX. Note that all

other nodes’ strategies are the same in these two cases, with only RNX’s strategy

being different. We observe how RNX’s utility changes as its strategy changes.

More precisely, we compute the utility ratio UX(WX ,W−X)
UX(VX ,W−X)

. Here the numera-

tor UX(WX, W−X) is the utility of RNX when RNX chooses to cheat (and so we

call it the cheating utility). The denominator UX(VX, W−X) is the utility of RNX

when RNX takes an honest strategy (and so we call it the honest utility). This ra-

tio between the cheating utility and the honest utility reflects whether cheating

benefits. If it is less than or equal to 1, then cheating does not benefit. If it is

more than 1, then cheating benefits.
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Figure 3.22. Ratio measurement if V(x) = k( 1
(c−g(x))2 − 1

c2 ) is applied in Section 3.4.

In Figures 3.20-3.22, we can see the results of our tests, for the three valuation

functions respectively. We notice that in all circumstances, the utility ratio is less

than or equal to 1. Hence, cheating is never beneficial.

Monopoly Reduction

In the second set of experiments, we evaluate the monopoly reduction of

our MICOR channel assignment algorithm. Specifically, we measure the per-

centages that the MICOR channel assignment algorithm achieves the optimal

monopoly reduction in 6 different settings.

• Setting S1: |RNS| = 3, K = 5, and r = 2.

• Setting S2: |RNS| = 3, K = 5, and r = 4.

• Setting S3: |RNS| = 5, K = 7, and r = 4.

• Setting S4: |RNS| = 5, K = 7, and r = 6.

• Setting S5: |RNS| = 10, K = 8, and r = 6.

• Setting S6: |RNS| = 10, K = 8, and r = 9.
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For each setting, we randomly simulate 100 networks and run the MICOR chan-

nel assignment algorithm in all these 100 networks.

In order to see whether the monopoly reduction is optimal, we also do an

exhaustive search in each simulated network to find the channel assignment

that has the optimal monopoly reduction. (Note that such exhaustive searches

should not be used in practice because they require much more time than MI-

COR channel assignment algorithm. We use them here only for the purpose of

comparison.) In each setting, we compare the computed channel assignment by

our MICOR channel assignment algorithm with the channel assignment discov-

ered by the exhaustive search algorithm. In this way, we obtain the percentage

that the MICOR channel assignment algorithm achieves the optimal monopoly

reduction.

In the entire set of experiments, we use pi(n) = 0.6 − 6n/5K for all relay

nodes.

The results are shown in Figure 3.23. In all settings, the monopoly reduction

gets better when we repeat the algorithm for more times. However, there is a

clear difference between settings S1, S3, S5, and settings S2, S4, S6. In settings

S1, S3, and S5, even if the algorithm is repeated for 8 times, the percentage of

optimal monopoly reduction is still below 80%. In contrast, in settings S2, S4,

S6, the monopoly reduction is optimal in all the 100 simulated networks, as long

as we repeat the algorithm for 4 times or more.

The reason for this difference lies in that settings S1, S3, S5 have smaller

values for r (2, 4, 6, respectively), while settings S2, S4, S6 have greater values for

r (4, 6, 9, respectively) With r being too small, relay nodes may not get enough

chance to obtain their channels. Hence, in practice, we should avoid using too
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Figure 3.23. Percentage of optimal monopoly reduction that MICOR achieves in Sec-
tion 3.4.

Table 3.3. Overheads of MICOR main algorithm in Section 3.4
|RNS| Total Overhead % Computation % Communications

2 2.0ms 0.6% 99.4%
3 2.0ms 0.7% 99.3%
5 3.0ms 0.7% 99.3%
8 5.0ms 0.6% 99.4%
10 6.0ms 0.6% 99.4%

small values for r.

In summary, if we set r to a not-too-small value and repeat the MICOR chan-

nel assignment algorithm for a not-too-small number of times, then the optimal

monopoly reduction can be achieved with probability close to 1. In situations

similar to this set of experiments, it suffices to set r = 9 and repeat the MICOR

channel assignment algorithm for at least 4 times.

Overhead

In the third set of experiments, we measure the computation and communi-

cations overheads of MICOR. The results on the MICOR main algorithm and the

channel assignment algorithm are presented in Tables 3.3 and 3.4, respectively.

Table 3.3 shows the measured total overhead (including computation and

communications) for the MICOR main algorithm, as well as what percentages
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Table 3.4. Overheads of MICOR channel assignment algorithm in Section 3.4
r Total Overhead % Computation % Communications
2 4.0ms 0.6% 99.4%
4 8.0ms 0.3% 99.7%
6 12.0ms 0.2% 99.8%
8 16.0ms 0.1% 99.9%
10 20.0ms 0.1% 99.9%

of this overhead being for computation and for communications, respectively.

Clearly, when the number of relay nodes increases, the total overhead increases

correspondingly. It is also clear that for all numbers of relay nodes we have

experimented with, the total overhead is small (no more than 6.0 milliseconds).

For the MICOR main algorithm, the dominating overhead is for communi-

cations. In all of our experiments, the computation overhead can essentially be

ignored when compared with the communications overhead.

Table 3.4 shows the measured total overhead for a single execution of the

channel assignment algorithm, as well as what percentages of this overhead be-

ing for computation and for communications, respectively. The total overhead

is linear in r. Even if r = 10, the total overhead of channel assignment is still

small (20 milliseconds). Consequently, if the channel assignment algorithm is

repeated for 4 times (in order to achieve the optimal monopoly reduction, as we

discuss in the evaluation section), the total overhead becomes 80 milliseconds,

which is still small.

Similar to the MICOR main algorithm, the channel assignment algorithm

spends nearly all time on communications.

3.4.7 Summary

In this work we design a payment-based system MICOR, which provides in-

centives to cooperative relay among secondary users. MICOR guarantees that
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nodes have strong incentives to be honest when reporting their valuation func-

tions, so that the assignment of relay traffic and computing of payment can be

carried out correctly. MICOR is efficient in that it has low overheads for compu-

tation and communications.

To support the MICOR main algorithm, we also design a channel assignment

algorithm for MICOR, which achieves the optimal monopoly reduction with a

very good probability. An open problem is whether it is possible to design a

channel algorithm that always achieves the optimal monopoly reduction.
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