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To protect individual privacy in data mining, when a miner collects data from respondents,
the respondents should remain anonymous. The existing technique of Anonymity-Preserv-
ing Data Collection partially solves this problem, but it assumes that the data do not con-
tain any identifying information about the corresponding respondents. On the other hand,
the existing technique of Privacy-Enhancing k-Anonymization can make the collected data
anonymous by eliminating the identifying information. However, it assumes that each
respondent submits her data through an unidentified communication channel. In this
paper, we propose k-Anonymous Data Collection, which has the advantages of both Ano-
nymity-Preserving Data Collection and Privacy-Enhancing k-Anonymization but does not
rely on their assumptions described above. We give rigorous proofs for the correctness
and privacy of our protocol, and experimental results for its efficiency. Furthermore, we
extend our solution to the fully malicious model, in which a dishonest participant can devi-
ate from the protocol and behave arbitrarily.

� 2009 Elsevier Inc. All rights reserved.
1. Introduction

In this information age, huge amounts of data are collected and analyzed every day. Given the unprecedented conve-
nience of collecting and analyzing data, how to protect individual privacy has become a very challenging problem. Conse-
quently, the public have expressed deep concern about data privacy [26,42,43].

Data mining is a powerful tool for finding patterns and knowledge from large amounts of data [66–68]. Naturally, privacy
protection in data mining receives a lot of attention [3,10]. Since a considerable amount of data used in data mining is col-
lected over computer networks, it would be very beneficial if we could provide privacy protection at the stage of data col-
lection. In this paper, we consider a typical scenario of online data collection: the miner queries large sets of respondents,
each of whom responds with a piece of data. Our question is whether this procedure can be carried out without violating
any respondent’s privacy.

Specifically, we hope to carry out the data collection procedure in an anonymous manner. That is, the miner should be able
to collect data from the respondents, but should not be able to link any respondent’s data to the respondent. Therefore, each
respondent is ‘‘hidden” among a number of peers for privacy protection.

Imagine, for example, that a medical researcher is collecting data from respondents. The data he intends to collect may
include some privacy information, like the medical histories of the respondents. In order to guarantee that the respondents’
privacy is not violated, we would like to have the medical researcher collect the data in such a way that he (or anybody else)
cannot link any respondent to any collected private information. Hence, the miner may learn from the collected data that
‘‘some respondent” has had, e.g., a stroke, but he should have no idea which respondent has had it.
. All rights reserved.
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A partial solution to the above problem is Anonymity-Preserving Data Collection (APDC) [7,65]. However, APDC relies on
an assumption that the submitted data does not contain any identifying information. Nevertheless, this may not always be
the case in practice. Although identifiers of individuals (like social security number) can be easily excluded from the data
collection for privacy protection, it is often necessary to include other types of identifying information in the data collection.

In the example we have mentioned above, in the data collected by the medical researcher, there may be attributes of
respondents like gender, age, blood type, zip code, phone number, etc. Clearly, these attributes can be useful in identifying
an individual. For example, the data could show that a man aged 23 with zip code 11,000 has had a stroke. Although we do
not have the name of this man, there may be just one man at this age having this zip code among all respondents. Hence, the
privacy of this respondent has been violated.

Technically, the set of such attributes is called the quasi-identifier of an individual. The procedure of processing quasi-
identifiers to make the data anonymous is called k-anonymization; it has been studied extensively [5,12,18,40,47,50–
52,58]. The main idea of k-anonymization is to suppress or generalize the values of quasi-identifier such that each value
either appears for at least k times, or does not appear at all. In this way, each involved individual is hidden among at least
k peers. In particular, Privacy-Enhancing k-Anonymization (PEkA) [18] is a distributed protocol that allows a miner to k-
anonymize data from a number of respondents. However, PEkA assumes that each respondent uses an unidentified commu-
nication channel to submit data. In reality, we may not always have such unidentified channels available to all respondents.

In this paper, we study k-Anonymous Data Collection (kADC), which extends APDC to work with data that contains quasi-
identifiers. Unlike PEkA, it does not rely on unidentified communication channels. Thus it has the advantages of both APDC
and PEkA but does not depend on their assumptions described above. Our target is to build a protocol that collects data but
keeps all respondents k-anonymous, even if the data collected include quasi-identifiers.

Specifically, in the example we have considered above, we would like to see the medical researcher collect his data, which
may include attributes like gender, age, zip code etc. However, the medical researcher should still be unable to link any
respondent to any private information. This is achieved by having each respondent hidden among at least k peers. The med-
ical researcher may know that a man aged 23 with zip code 11,000 has had a stroke, but there are at least k men at this age
having this zip code among all respondents. Hence, the privacy of respondents is protected.
1.1. Related work

Privacy-preserving data mining has been studied extensively. There are a number of methods to perturb the respondents’
data for privacy protection [4,3,17,45,16,14,34,71,35]. The main advantage of this approach is its good efficiency, but it also
has the disadvantage: it generally has a tradeoff between the privacy of respondents and the accuracy of the data mining
result. If we want to guarantee more privacy for each respondent, then we have to add more noise to the data, which results
in less accuracy of the data mining result. In [11], Canfora et al. reported an empirical evaluation of this tradeoff. The privacy
problems of certain perturbation methods were further explored in [34,28].

Another class of techniques for privacy-preserving data mining are based on cryptography [38,32,54,61,2,63,64,70,49].
Unlike the perturbation-based solutions discussed above, some of the cryptographic solutions (e.g., [64]) can achieve full pri-
vacy plus full accuracy. Nevertheless, these cryptographic protocol are specifically designed for certain mining tasks. The
only known general-purpose cryptographic protocols are from secure multiparty computation (see [22] for a good summary
of the results), but these general-purpose solutions are prohibitively expensive and thus cannot be used in practice.

Recently, APDC [65] was proposed as an alternative to privacy-preserving data mining; it allows a miner to collect data
anonymously and thus provides protection of respondents’ privacy regardless of the mining task. This work has had some
impact on the research literature. For example, in [59], Williams and Barker proposed a hierarchy-based approach for pri-
vacy-preserving data collection in which data providers can divulge information at any chosen privacy level; in [72], Zhang
and Zhang presented a method to allow the respondents to use generalization to anonymously collect data in a client-ser-
vice-to-user model. However, as we have mentioned, APDC relies on the assumption that the data do not contain any iden-
tifying information about the respondents. So, one motivation of our work is to eliminate this assumption of APDC.
Technically, APDC is essentially an adaptation of anonymous communication techniques, in particular mix network tech-
niques, to the scenario of online data collection. Here, mix network is a topic that has been extensively studied in cryptog-
raphy [8,41,46,30,25]. Other ways to provide anonymous communication include dining cryptographer networks [9,57,24]
and k-anonymous message transmission [56]. (Systems like Crowds [44] and Hordes [37] also provide a form of anonymous
communication. But these systems have strong restrictions on the adversary, e.g., the adversary can only eavesdrop commu-
nication within one hop.)

Complementary to APDC, research on k-anonymization (e.g., [50,47,12,52,51,40,5,58,1,18,39,60,62,36,27], among others)
studies how to handle the data containing identifying information. In particular, the PEkA protocol [69] k-anonymizes the
data in the data collection procedure. However, as we have also mentioned, this protocol depends on the assumption that
each respondent has an unidentified communication channel. Consequently, it is another motivation of our work to elimi-
nate this assumption.

There are other types of work on privacy in data mining, for example how to measure privacy guarantee in data mining.
Various definitions were given based on confidence intervals [4], based on mutual information [3], based on priori and pos-
terior knowledge [16,13], and based on cryptographic notions of confidentiality [20,15].
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1.2. Our contributions

We briefly summarize our contributions as follows:

� We propose the approach of k-Anonymous Data Collection (kADC). This approach allows the miner to collect a k-anony-
mized version of the respondents’ data in such a way that the miner cannot figure out which respondent submits which
piece of sensitive data. Compared with APDC and PEkA, kADC does not rely on the assumption of no identifying informa-
tion in the submitted data or the availability of unidentifiable communication channels.

� We design a basic protocol of kADC and give rigorous proofs for its correctness and anonymity properties in the semi-hon-
est model, i.e., the model that every party follows the protocol but may attempt to find out the private information which
they are supposed not to learn. We discuss how to improve the efficiency of our protocol and provide experimental data to
measure the efficiency.

� We extend our basic protocol to the fully malicious model, in which a malicious party can deviate from the protocol and
behave arbitrarily. We use digital signatures and zero-knowledge proofs to prevent and detect malicious behaviors.

� Since our basic protocol suppresses a good amount of information in quasi-identifiers, we further develop an improved
protocol that significantly reduces the amount of suppressed information. This improved protocol is very useful for applica-
tions that can not afford much information loss in quasi-identifiers.

The target of this paper is to demonstrate the possibility of collecting data with good privacy protection and good efficiency,
and without unnecessary assumptions. We emphasize that even our improved protocol still suppresses more information
than the theoretically minimum amount of information suppressed by a k-anonymization algorithm. Combining our re-
search with that of minimizing suppressed information in k-anonymization is an interesting topic; but that is out of the
scope of our paper and thus we leave it to future research.

1.3. Paper organization

The rest of this paper is organized as follows. In Section 2, we give a formal description of our problem and a formal def-
inition of anonymity. In Section 3, we present a basic solution in the semi-honest model. This section also includes proofs of
the correctness and anonymity properties, discussion on improving the efficiency, and experimental results of the efficiency.
In Section 4, we extend our protocol to protect respondents’ privacy against malicious behavior. In Section 5, we present our
improved protocol, which suppresses significantly less information than the basic protocol.

2. Technical preliminaries

The kADC problem can be modeled as follows: there are N respondents 1; . . . ;N; each respondent i has a piece of data di.
Each di consists of two parts: dþi ¼ ðd

1
i ; d

2
i ; . . . ; dm

i Þ, the quasi-identifier, which contains identifying information about respon-
dent i; d�i , other attributes, which does not contain any identifying information. Without loss of generality, we assume that all
dþi s and d�i s are of the same length. The objective of our protocol is that the miner should learn ððdH

pð1Þ; d
�
pð1ÞÞ; . . . ; ðdH

pðNÞ; d
�
pðNÞÞÞ,

where p is a random permutation of ð1; . . . ;NÞ and ðdH

1 ; . . . ; dH

N Þ is a k-anonymized version of ðdþ1 ; . . . ; dþNÞ. By saying ‘‘k-anony-
mized version”, we mean each dH

i ¼ ðd
H;1
i ; dH;2

i ; . . . ; dH;m
i Þ satisfies the following two requirements:

� Each dH;j
i is equal to either dj

i or a special symbol H (which denotes that dþi has been suppressed for privacy protection).1

� If a value appears in ðdH

1 ; . . . ; dH

N Þ, it must appear for at least k times.

Any kADC protocol satisfying the above requirements is said to be correct. Furthermore, for privacy protection, we re-
quire that the miner should not be able to find out which user submitted ðdH

pðiÞ; d
�
pðiÞÞ. Formally, we have the following

definition.

Definition 2.1. A kADC protocol is private against the miner in the semi-honest model if the protocol is correct and for all
ðd1; . . . ; dNÞ, for all i 2 f1; . . . ;Ng, there exists I # f1; . . . ;Ng such that i 2 IjIjP k, and that for all permutation r on I,
1 In t
paper.
fviewminerððdþ1 ;d
�
1 Þ; . . . ; ðdþN ; d

�
NÞÞg c

�
fviewminerððdþ1 ; d

�
rð1ÞÞ; . . . ; ðdþN ;d

�
rðNÞÞÞg;
where viewminerððdþ1 ; d
�
1 Þ; . . . ; ðdþN ; d

�
NÞÞ denotes the view of the miner when the original data is ðdþ1 ; d

�
1 Þ; . . . ; ðdþN ; d

�
NÞ; c� denotes

computational indistinguishability of probability ensembles; the computational complexities are measured in terms of a
security parameter j, which is the length of cryptographic key. Note that we are sloppy in the above equation, because r
is a permutation on I and we apply it to indices out of I; for all j R I, we have rðjÞ ¼ j.
his paper, we only consider the k-anonymization methods of suppression. There are other ways to k-anonymize data but they are out of scope of this



S. Zhong et al. / Information Sciences 179 (2009) 2948–2963 2951
To design a practical protocol, we introduce an additional participant and make an assumption of no collusion: we assume
that this new participant of data collection protocol does not collude with the miner. Note that this kind of assumptions (of
no collusion between certain participants) have been widely used in cryptography (e.g., in [31,48]) and in privacy-preserving
data mining (e.g., in [33,55]). The reason is that the involved participants belong to different organizations and have different
interests; thus, it is natural to assume they are unwilling to collude with each other to violate anybody’s privacy. (However,
since the involved participants all agree to participate in the protocol, they still cooperate with each other in the protocol. In
other words, no collusion between some participants does not mean no cooperation between them.)

Specifically, the additional participant we introduce in our problem is called the Data Collection Helper (DCH). We assume
that DCH is an independent participant of the data collection protocol and that it does not collude with the miner. In reality, a
DCH can be the representative of an external auditor or an external server who is paid to provide computing services. We do
not trust the DCH, just like we do not trust the miner. All we need is that the DCH does not collude with the miner. Naturally,
we also require that the DCH should not be able to find which user submitted which piece of data.

Definition 2.2. A kADC protocol is private against the DCH in the semi-honest model if the protocol is correct and for all
ðd1; . . . ; dNÞ, for all i 2 f1; . . . ;Ng there exists I # f1; . . . ;Ng such that i 2 IjIjP k, and that for all permutation r on I,
fviewDCHððdþ1 ; d
�
1 Þ; . . . ; ðdþN ;d

�
NÞÞg c

�
fviewDCHððdþ1 ;d

�
rð1ÞÞ; . . . ; ðdþN ; d

�
rðNÞÞÞg:
Note that the above definitions only apply to the semi-honest model. That is, they are sufficient for the purpose of privacy
protection if all parties follow the protocol. In contrast, in the fully malicious model, some protocol participant can deviate from
the protocol, and thus we need to have additional protection. We discuss privacy in the fully malicious model in Section 4.

Also note that the above definitions do not consider the possibility that some users might be dishonest. Nevertheless, we
can actually easily extend our definitions to cover this possibility; the only reason for not doing this is that such an extension
needs complicated notations and we want to keep our presentation simple and clear, focusing on technical ideas rather than
mathematical notations. Furthermore, our solutions can also be proved to satisfy the extended definitions.

3. Basic solution

In this section, we present a basic protocol for the kADC problem in the semi-honest model. Our solution in the malicious
model (in Section 4), and our improved solution (in Section 5) that suppresses less information in quasi-identifiers, are both
extended from this protocol.

3.1. Building blocks

Recall that the miner should obtain ððdH

pð1Þ; d
�
pð1ÞÞ; . . . ; ðdH

pðNÞd
�
pðNÞÞÞ without knowing p. To design our protocol, we use ElG-

amal encryption, which allows rerandomization operations. Below we briefly describe the ElGamal encryption scheme and
rerandomization operations.

Suppose that G is a cyclic group (in which the discrete logarithm is believed to be hard) and that jGj ¼ q, where q is a large
prime. Let g be a generator of G. The ElGamal encryption scheme is a public key cryptosystem. If x is a private key, then the
corresponding public key is y ¼ gxmodq. If we want to encrypt a message d using the public key y, we can compute
�d ¼ ðdyr
; grÞ;
where r is chosen uniformly at random from ½0; q� 1�. To make the presentation clear, hereafter we write the above encryp-
tion operation as �d ¼ Eðd; rÞ. If we want to decrypt the ciphertext �d using the private key x, we should compute
d ¼ �d½1�=�d½2�x;
where �d½1� and �d½2� denote the first and the second components of �d, respectively. It has been shown in [53] that (under a
standard cryptographic assumption) the ElGamal encryption scheme is semantically secure (see [23] for the definition of
semantic security).

Just like other probabilistic cryptosystems, the ElGamal encryption scheme maps each cleartext to many ciphertexts,
since the random number r can take many different values. ElGamal supports a rerandomization operation, which means
computing a different encryption of d from a given encryption of d (without knowing the private key). An advantage of
the rerandomization operation is that, if we rerandomize and permute a sequence of ciphertexts, then we get another se-
quence of ciphertexts corresponding to the same multiset of cleartexts but in a different order. Given these two sequences
of ciphertexts, the adversary cannot gain any knowledge about which new ciphertext corresponds to which old ciphertext.

An interesting property of the ElGamal encryption scheme is that it is homomorphic. Recall that each ElGamal ciphertext
has two components. If we multiply the corresponding components of two ElGmal ciphertexts, we get a new ciphertext
whose cleartext is the product of the two old ciphertexts. For simplicity, hereafter we often say multiplying an ElGamal
ciphertext by another ElGamal ciphertext; what we actually mean is to multiply the corresponding components. Similarly,
if we say dividing a ciphertext by another ciphertext, we actually mean dividing each component of the first ciphertext by
the corresponding component of the second ciphertext.
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3.2. Protocol

Our protocol for k-Anonymous data collection is shown in Protocol 1. It consists of four phases: data submission, the
miner’s randomization, the DCH’s randomization and decryption. Each phase is explained in more details below. For ease
of understanding, we also include an example in our explanation.

Algorithm 1. k-Anonymous Data Collection Protocol – The Basic Solution
Let the miner’s private key be x and his public key be y ¼ gx.
Let the DCH’s private key be u and his public key be v ¼ gu.

1. Phase 1: Data submission.
2. for each respondent i do
3. i picks rþi ; r

�
i uniformly and independently.

4. i encrypts her data using public key yv: dþi ¼ Eyvðdþi ; rþi Þ; d�i ¼ Eyv ðd�i ; r�i Þ.
5. i submits dþi d�i to the miner.
6. end for
7. Phase 2: Miner’s Randomization Operations.
8. for each pair ði; jÞ do
9. The miner computes qi;j ¼ ðd

þ
i =dþj Þ

ri;j , where each ri;j is chosen uniformly and independently.
10. end for
11. for each i do
12. The miner chooses a permutation hi on f1; . . . ;Ng uniformly at random.
13. for each j 2 f1;2; � � � ;Ng do
14. The miner computes q0i;j ¼ qi;hiðjÞ, q00i;j½1� ¼ q0i;j½1�=ðq0i;j½2�Þ

x and sets q00i;j½2� ¼ q0i;j½2�.
15. end for
16. end for
17. The miner sends the DCH: fdþi ; d

�
i gi¼1;...;N , fq00i;jgi¼1;...;N;j¼1;...;N .

18. Phase 3: DCH’s Randomization Operations.
19. The DCH computes q0i;j ¼ q00i;j½1�=ðq00i;j½2�Þ

u, for each pair ði; jÞ.
20. for each i do
21. The DCH counts ci = jfj : q0i;j ¼ 1gj.
22. if ci < k� 1 then
23. The DCH sets d0i to an encryption of ðH;H; . . . ;HÞ under public key yv.
24. else
25. the DCH sets d0i ¼ dþi .
26. end if
27. end for
28. if 1 6 jfi : ci < k� 1gj < k then
29. The DCH lets C be the smallest ci that is greater than k� 1.
30. For all i s.t. ci ¼ C, the DCH sets d00i to an encryption of ðH;H; . . . ;HÞ under public key yv; for all other i, the DCH sets

d00i ¼ d0i.
31. end if
32. if jfi : ci < k� 1gjP k or jfi : ci < k� 1gj ¼ 0 then
33. The DCH defines d00i ¼ d0i.
34. end if
35. for each i do
36. The DCH computes d000i ½1� ¼ d00i ½1�=ðd

00
i ½2�Þ

u and d]i ½1� ¼ d�i ½1�=ðd
�
i ½2�Þ

u.
37. The DCH defines,d000i ½2� ¼ d00i ½2� and d]i ½2� ¼ d�i ½2�.
38. The DCH chooses a permuation p on f1; . . . ;Ng uniformly at random and computes d

0000

i ¼ d0pðiÞ and di
� ¼ dpðiÞ

].
39. end for
40. The DCH sends d

0000

i and di
� to the miner for all i.

41. Phase 4: Decryption.
42. for each i do
43. The miner decrypts d

0000

i and di
� using his own private key x, where the decryption of d

0000

i is the part of data containing
identifying information; the decryption of di

� is the part of data without identifying information.
44. end for
45. If the data needs to be published, the miner must publish it in a randomized order.
� Data submission
In the data submission phase, each respondent computes the product of the miner’s public key and the DCH’s public key,

and encrypts her own data using the product. (Note the data needs to be properly encoded before encryption, because
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cryptosystems like ElGamal only deal with numbers.) Then she sends the encryptions to the miner.For example, suppose
there are three respondents 1, 2, and 3, having data ðM;23; strokeÞðF;24; fluÞðM;23; allergyÞ, respectively, where the first
two fields of each piece of data are the quasi-identifier. After proper encoding, respondent 1’s data becomes (123, 55),
respondent 2’s data becomes (224, 38), and respondent 3’s data becomes (123, 49), where the quasi-identifiers are
123, 224, and 123, respectively. Then the miner receives an encryption of 123 and an encryption of 55 from respondent
1; the public key used to encrypt them is the product of the miner’s public key and the DCH’s public key. Similarly, the
miner receives an encryption of 224 and an encryption of 38 from respondent 2, and an encryption of 123 and an encryp-
tion of 49 from respondent 3.

� Miner’s randomization operations
In this phase, the miner first computes the quotient of each pair of quasi-identifier encryptions that he has received
from the respondents; the result is an encryption of the quotient of the corresponding pair. Then, the miner raises
each encrypted quotient to a random power – note that this generates an encryption of 1 if the quotient is 1, and
a random encryption otherwise. Next, the miner permutes the encrypted powers of quotients related to each respon-
dent, and decrypts all of them using his own private key. (The miner’s decryption operations do not generate the
cleartexts; they only generate partially decrypted ciphertexts. The DCH can decrypt these partially decrypted cipher-
texts to get the cleartexts.) At the end of this phase, the miner sends the DCH the partially decrypted powers as well
as all the encrypted data he has received from respondents.
In the example we have considered, this phase should be as follows. The miner computes, for respondent 1, encryp-
tions of 123/123, 123/224 and 123/123, respectively; he computes, for respondent 2, encryptions of 224/123, 224/224,
and 224/123, respectively; he computes, for respondent 3, encryptions of 123/123, 123/224 and 123/123, respectively.
Then the miner computes a random power of the each of the above encryptions. Hence, for respondent 1, the miner
has got an encryption of 1, a random encryption, and encryption of 1; for respondent 2, the miner has got a random
encryption, an encryption of 1, and a random encryption; for respondent 3, the miner has got an encryption of 1, a
random encryption and an encryption of 1. He permutes them for each respondent and partially decrypts them and
sends them to the DCH, together with the data he has received. So the DCH receives the follows from the miner:
for respondent 1, two partially decrypted encryptions of 1, a partially decrypted random encryption, and encryptions
of 123 and 55; for respondent 2, a partially decrypted random encryption of 1, two partially decrypted random
encryptions, and encryptions of 224 and 38; for respondent 3, a partially decrypted random encryption and two par-
tially decrypted encryptions of 1, and encryptions of 123 and 49.

� DCH’s radomization operations
First the DCH decrypts the powers using his own private key. If the result is 1, it means that the corresponding pair
of quasi-identifiers are equal. So, for each respondent, the DCH counts the 1 s that he obtains. If it is less than k� 1,
i.e., there are less than k� 1 other respondents having the same quasi-identifiers, then the DCH suppresses the
quasi-identifier. After this round of suppression, if there are fewer than K encrypted ðH;H; . . . ;HÞ, then the DCH also
suppresses the least frequently appeared quasi-identifiers that has not been suppressed, so that there are at least K
encrypted ðH;H; . . . ;HÞ. After all rounds of suppression, the DCH decrypts the unsuppressed quasi-identifiers as well
as other attributes, using his own private key. Note that this does not generate cleartexts; it only generates partially
decrypted ciphertexts, which can be decrypted to cleartexts by the miner. The DCH permutes the decryptions and
sends the results to the miner.
In the example we have considered, this phase should be as follows. The DCH further decrypts the partially decrypted
encryptions, and get the cleartexts of the powers. So, for respondent 1, the DCH has got two 1s and a random number;
for respondent 2, the DCH has got a 1 and two random numbers; for respondent 3, the DCH has got a random number
and two 1 s. Note that, with high probability, these random numbers are not equal to 1. So the DCH counts the number
of 1 s for each respondent and get 2 for respondent 1, 1 for respondent 2, and 2 for respondent 3. He uses these numbers
to do suppression, in order to k-anonymize the data. Suppose, for simplicity, that k ¼ 1, so that no supression is really
needed. Next, the DCH decrypts all the data using his own private key, so that these data become partially decrypted.
The miner receives the follows from the DCH: partially decrypted encryptions of 123 and 55, partially decrypted encryp-
tions of 224 and 38, partially decrypted encryptions of 123 and 49. Note that these are sent in a random order, so that the
miner has no idea which respondent corresponds to which pieces of partially decrypted data.

� Decryption
In this phase, the miner decrypts the data received from the DCH. The result is k-anonymous cleartext data.In the example
we have considered, the miner simply decrypts all the partially decrypted encryptions he has received, and the result is a
random permutation of ((123,55), (224, 38), (123, 49)).

In summary, kADC illustrated in Protocol 1 allows the miner to collect a k-anonymized version of the respondents’ data in
such a way that the miner cannot figure out which respondent submits which piece of sensitive data. In this procedure, we
use the suppression method to achieve k-anonymity. We note that there are other ways to k-anonymize data, e.g., general-
ization. However, it will be much more challenging to build the kADC protocol using k-anonymization methods like gener-
alization. The reason is that the operations involved in generalization is much more complicated than those involved in
supression. When we use suppression to anonymize data, the main job is to count the number of occurrences of each distinct
quasi-identifier; as we have seen, it is not very hard to make this operation privacy-preserving. In contrast, the generaliza-
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tion method involves operations like choosing generalized identifiers and using them to replace the original ones; these
operations are so complicated that it is really hard to design a privacy-preserving protocol that performs them very
efficiently. Hence, we leave this widely open problem to future work.

3.3. Protocol analysis

In this subsection, we analyze our protocol in terms of correctness and privacy against the miner and the DCH. In order to
formalize our analysis of k-anonymity, we first define the k-anonymous subset of each respondent as follows:

� If jfi : jfj : dþj ¼ dþi ; j 2 f1; . . . ;NggjP k; i 2 f1; . . . ;Nggj ¼ N or jfi : jfj : dþj ¼ dþi ; j 2 f1; . . . ;NggjP k; i 2 f1; . . . ;Nggj 6
N � k, then
–For all i such that jfj : dþj ¼ dþi ; j 2 f1; . . . ;NggjP kKðiÞ ¼ fj : dþj ¼ dþi ; j 2 f1; . . . ;Ngg.
–For all i such that jfj : dþj ¼ dþi ; j 2 f1; . . . ;Nggj < kKðiÞ ¼ fi0 : jfj : dþj ¼ dþi0 ; j 2 f1; . . . ;Nggj < k; i0 2 f1; . . . ;Ngg.

� If N � k < jfi : jfj : dþj ¼ dþi ; j 2 f1; . . . ;NggjP k; i 2 f1; . . . ;Nggj < N then

–For all i such that jfj : dþj ¼ dþi ; j 2 f1; . . . ;Nggj > minjfj:dþj ¼dþ

i0 ;j2f1;...;NggjPkjfj : dþj ¼ dþi0 ; j 2 f1; . . . ;NggjKðiÞ ¼
fj : dþj ¼ dþi ; j 2 f1; . . . ;Ngg.
–For all the remaining iKðiÞ is the set of such i.

Denote by d
0000

i and d�i the decryptions of d
0000

i and d�i , respectively.

Theorem 3.1 (Correctness). If all parties follow the protocol, then with high probability the output satisfies that 8i,
d0i ¼
dþpðiÞ if8j 2 KðpðiÞÞ; dþj ¼ dþpðiÞ;
ðH;H; . . . ;HÞ otherwise;

�

and that 8id�i ¼ d�pðiÞ.

Proof. First, we observe that
q0i;j ¼ q00i;j½1�=ðq00i;j½2�Þ
u

¼
q0i;j½1�=ðq0i;j½2�Þ

x

ðq0i;j½2�Þ
u

¼
qi;hiðjÞ½1�

ðqi;hiðjÞ½2�Þ
xþu

¼
ðdþi ½1�=dþhiðjÞ½1�Þ

ri;hi ðjÞ

ðdþi ½2�=dþhiðjÞ½2�Þ
ðxþuÞri;hiðjÞ

¼ ðdþi =dþhiðjÞÞ
ri;hi ðjÞ :
With high probability, we have
di ¼ dhiðjÞ () q0i;j ¼ 1:
Therefore, with high probability, ci ¼ jj : dþj ¼ dþi ; j 2 f1; . . . ;Ngj. Consequently, it is easy to see that, if 8j 2 KðiÞ; dþj ¼ dþi , then
d00i ¼ dþi ; otherwise, d00i is an encryption of ðH;H; . . . ;HÞ.

On the other hand, for any i, clearly we have
d
0000

i ¼ d
0000

i ½1�=ðd
0000

i ½2�Þ
x

¼ d000pðiÞ½1�=ðd
000
pðiÞ½2�Þ

x

¼
d00pðiÞ½1�=ðd

00
pðiÞ½2�Þ

u

ðd00pðiÞ½2�Þ
x

¼
d00pðiÞ½1�

ðd00pðiÞ½2�Þ
xþu

:

If 8j 2 KðpðiÞÞ; dþj ¼ dþpðiÞ, then we have
d
0000

i ¼
dþpðiÞ½1�

ðdþpðiÞ½2�Þ
xþu

¼ dþpðiÞ:
Otherwise, we have d
0000

i ¼ ðH;H; . . . ;HÞ.
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For any i, we always have
d�i ¼ d�i ½1�=ðd
�

i ½2�Þ
x

¼ d]pðiÞ½1�=ðd
]

pðiÞ½2�Þ
x

¼
d�pðiÞ½1�=ðd

�
pðiÞ½2�Þ

u

ðd�pðiÞ½2�Þ
x

¼
d�pðiÞ½1�

ðd�pðiÞ½2�Þ
xþu

¼ d�pðiÞ:
This concludes the proof. h

Theorem 3.2 (Privacy against miner). The basic solution is k-anonymous against the miner in the semi-honest model.

Proof. We prove this by contradiction. Assume that this protocol is not k-anonymous against the miner. Based on this pro-
tocol, we give a probabilistic polynomial-time algorithm for the miner that distinguishes the ElGamal encryptions of two
different cleartexts under public key yv, which contradicts the semantic security of ElGamal encryption [53].

The above assumption of the protocol being not k-anonymous against the miner means that there exist ðd1; . . . ; dNÞ and
i 2 f1; . . . ;Ng such that for all I # f1; . . . ;Ngði 2 IjIjP kÞ, there exist a permutation r on I, a probabilistic polynomial-time
distinguisher X, and a polynomial f ðÞ such that for infinitely many j,
Pr½Xðviewminerððdþ1 ;d
�
1 Þ; . . . ; ðdþN ; d

�
NÞÞÞ ¼ 1� � Pr½Xðviewminerððdþ1 ;d

�
rð1ÞÞ; . . . ; ðdþN ;d

�
rðNÞÞÞÞ ¼ 1� > 1=f ðjÞ:
Note that X implicitly takes all the public parameters and the miner’s private key as input. Using the hybrid argument [21],
we can easily show that the above implies that there exist ðd1; . . . ; dNÞ and i 2 f1; . . . ;Ng such that for all
I # f1; . . . ;Ngði 2 IjIjP kÞ, there exist a permutation r0 on I that only switches two indices a and bða; b 2 IÞ, a probabilistic
polynomial-time distinguisher X, and a polynomial f ðÞ such that for infinitely many j,
Pr½Xðviewminerððdþ1 ;d
�
1 Þ; . . . ; ðdþN ; d

�
NÞÞÞ ¼ 1� � Pr½Xðviewminerððdþ1 ;d

�
r0ð1ÞÞ; . . . ; ðdþN ;d

�
r0ðNÞÞÞÞ ¼ 1� > 1=f ðjÞ: ð3:1Þ
We fix I as the KðiÞ of ðd1; . . . ; dNÞ. Then, ðdþ1 d�r0ð1ÞÞ,. . ., ðdþN , d�r0ðNÞÞ has the same KðiÞ. Furthermore, for all
j 2 f1; . . . ;Ngðd1; . . . ; dNÞ and ðdþ1 , d�r0ð1ÞÞ,. . ., ðdþN d�r0ðNÞÞ have the same KðjÞ. So in the sequel, we will refer to KðiÞ and KðjÞ with-
out mentioning the corresponding cleartext data. Note that KðiÞ and KðjÞ can be easily computed.

Below we give a probabilistic polynomial-time algorithm A that distinguishes an ElGamal encryption of d�a under public
key yv from an ElGamal encryption of d�b under public key yv.

On input ciphertext e;A first computes, using the homomorphic property of ElGamal, another ciphertext e0 such that the
product of the cleartexts of e and e0 is equal to d�a � d

�
b : A computes a random encryption of d�a � d

�
b and then divides it by e.

Then A rerandomizes e0 to get e00. Next, A simulates two executions of our protocol; A extracts the view of the adversary
generated in each simulated execution and applies X to it. The simulation is detailed as follows.

In Phase 1 of the protocol, for all j except a and bA simulates respondent j using a process with input ðdþj ; d
�
j Þ; the process

works exactly as described in the protocol. A simulates respondents a and b with two processes that have a mixture of
cleartext and ciphertext inputs; these two processes do not encrypt their ciphertext inputs as described in the protocol but
directly send out their ciphertext inputs to the simulated miner together with encryptions of their cleartext inputs. In both of
the simulated executions, respondent a receives cleartext input dþa and respondent b receives cleartext input dþb . During the
first simulated execution, the simulated respondent a starts with ciphertext e and the simulated respondent b starts with e00;
during the second execution, the simulated respondent a starts with ciphertext e00 and the simulated respondent b starts
with e.

In Phase 2, A simulates the miner’s operations as described in the protocol. Phase 3 is performed by the DCH. The only
thing in the miner’s view is the messages sent at the end of this phase. We include the simulation of these messages in the
simulation of Phase 4.

In Phase 4, A chooses a random permutation q on f1; . . . ;Ng. For each jA defines d�j as d�qðjÞ. If for all j0 2 KðjÞ; dþqðj0Þ ¼ dþqðjÞA
defines d

0000

j ¼ dþqðjÞ; otherwise, A defines d
0000

j ¼ ðH;H; . . . ;HÞ. A defines the final output of the entire simulated protocol as
ððd

0000

1 ; d
�

1 Þ; . . . ; ðd
0000

N ; d
�

NÞÞ. (Note that we get exactly the same distribution of simulated output if A defines d�j as d�qðr0ðjÞÞ, because
a; b 2 KðiÞ and thus d

0000

a ¼ d
0000

b .) Then, A can simulate the messages sent at the end of Phase 3 using random encryptions of
these cleartexts under public key y. The coin flips in this phase can be easily computed from the simulated final output and
the simulated messages at the end of Phase 3.

Applying X to the views of the adversary generated in the simulated executions, A can compute
o1 ¼ Xðviewminerððdþ1 ; d
�
1 Þ; . . . ; ðdþa�1;d

�
a�1Þ; ðd

þ
a ;DðeÞÞ; ðd

þ
aþ1;d

�
aþ1Þ; . . . ; ðdþb�1;d

�
b�1ÞÞ; ðd

þ
b ;Dðe00ÞÞ; ðd

þ
bþ1;d

�
bþ1Þ; . . . ; ðdþN ;d

�
NÞÞÞ;
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and
o2 ¼ Xðviewminerððdþ1 ; d
�
1 Þ; . . . ; ðdþa�1;d

�
a�1Þ; ðd

þ
a ;Dðe00ÞÞ; ðd

þ
aþ1; d

�
aþ1Þ; . . . ; ðdþb�1;d

�
b�1ÞÞ; ðd

þ
b ;DðeÞÞ; ðd

þ
bþ1;d

�
bþ1Þ; . . . ; ðdþN ;d

�
NÞÞÞ;
where DðeÞ denotes the decryption of e. If o1 ¼ 1 and o2 ¼ 0A outputs 1; if o1 ¼ 0 and o2 ¼ 1A outputs 0; otherwise A outputs
a uniformly random bit.

Now we analyze the probabilities of outputing 1 with input ciphertext of d�a or d�b . For convenience, let
p1 ¼ Pr½Xðviewminerððdþ1 ; d
�
1 Þ; . . . ; ðdþN ;d

�
NÞÞÞ ¼ 1�;
and
p2 ¼ Pr½Xðviewminerððdþ1 ; d
�
r0ð1ÞÞ; . . . ; ðdþN ;d

�
r0ðNÞÞÞÞ ¼ 1�:
When the input ciphertext is an encryption of d�a , the probability that we have output equals 1 is
Pr½Aðd�a Þ ¼ 1� ¼ p1ð1� p2Þ þ p1p2=2þ ð1� p1Þð1� p2Þ=2:
When the input ciphertext is an encryption of d�b , the probability that we have output equals 1 is
Pr½Aðd�b Þ ¼ 1� ¼ p2ð1� p1Þ þ p2p1=2þ ð1� p2Þð1� p1Þ=2:
Combining the above two equations, we have
Pr½Aðd�a Þ ¼ 1� � Pr½Aðd�b Þ ¼ 1� ¼ p1ð1� p2Þ þ p1p2=2þ ð1� p1Þð1� p2Þ=2� ðp2ð1� p1Þ þ p2p1=2þ ð1� p2Þð1� p1Þ=2Þ

¼ p1 � p2 >
1

f ðjÞ :
The last inequality is due to Eq. (3.1). However, this contradicts the semantic security of ElGamal. h

Theorem 3.3 (Privacy against DCH). The basic solution is k-anonymous against the DCH in the semi-honest model.

Proof. Again, we show this by contradiction. Assume that this protocol is not k-anonymous against the DCH. Based on this
protocol, we can construct a probabilistic polynomial-time algorithm for the DCH that distinguishes the ElGamal encryptions
of two different cleartexts under public key yv.

The above assumption of the protocol being not k-anonymous against the DCH means that there exist ðd1; . . . ; dNÞ and
i 2 f1; . . . ;Ng such that for all I # f1; . . . ;Ngði 2 IjIjP kÞ, there exist a permutation r on I, a probabilistic polynomial-time
distinguisher X, and a polynomial f ðÞ such that for infinitely many j,
Pr½XðviewDCHððdþ1 ;d
�
1 Þ; . . . ; ðdþN ; d

�
NÞÞÞ ¼ 1� � Pr½XðviewDCHððdþ1 ;d

�
rð1ÞÞ; . . . ; ðdþN ; d

�
rðNÞÞÞÞ ¼ 1� > 1=f ðjÞ:
In the above, X implicitly takes all the public parameters and the DCH’s private key as input. Using the hybrid argument, we
can easily show that the above implies that there exist ðd1; . . . ; dNÞ and i 2 f1; . . . ;Ng such that for all
I # f1; . . . ;Ngði 2 IjIjP kÞ, there exist a permutation r0 on I that only switches two indices a and bða; b 2 IÞ, a probabilistic
polynomial-time distinguisher X, and a polynomial f ðÞ such that for infinitely many j,
Pr½XðviewDCHððdþ1 ;d
�
1 Þ; . . . ; ðdþN ; d

�
NÞÞÞ ¼ 1� � Pr½XðviewDCHððdþ1 ;d

�
r0ð1ÞÞ; . . . ; ðdþN ;d

�
r0ðNÞÞÞÞ ¼ 1� > 1=f ðjÞ: ð3:2Þ
Below we give a probabilistic polynomial-time algorithm A that distinguishes an ElGamal encryption of d�a under public key
yv from an ElGamal encryption of d�b under public key yv.

On input ciphertext e;A first computes, using the homomorphic property of ElGamal, another ciphertext e0 such that the
product of the cleartexts of e and e0 is equal to d�a � d

�
b and then rerandomizes e0 to get e00. Next, A simulates two executions of

our protocol; A extracts the view of the adversary generated in each simulated execution and applies X to it. The simulation is
detailed as follows.

In both simulated executions, the dþ1 ; . . . ; dþN the DCH receives is simulated by random encryptions of dþ1 ; . . . ; dþN ; for each
j–a; b, the d�j the DCH receives is simulated by a random encryption of d�j ;

In the first simulated execution, the d�a ; d
�
b the DCH receives is simulated by e; e00. In the second simulated execution, the

d�a ; d
�
b the DCH receives is simulated by e00; e.

In both simulated executions, for each j, the q00j;1; . . . ; q00j;N the DCH receives is simulated by jfj0 : dþj0 ¼ dþj ; j
0 2 f1; . . . ;Nggj

random encryptions of 1 under public key u and N � jfj0 : dþj0 ¼ dþj ; j
0 2 f1; . . . ;Nggj random ciphertexts, all in a random order.

Then A simulates the protocol execution as described in the Phase 2 of the protocol. This is enough to obtain the view of
DCH.

Applying X to the views of the adversary generated in the simulated executions, A can compute
o1 ¼ XðviewDCHððdþ1 ; d
�
1 Þ; . . . ; ðdþa�1;d

�
a�1Þ; ðd

þ
a ;DðeÞÞ; ðd

þ
aþ1;d

�
aþ1Þ; . . . ; ðdþb�1;d

�
b�1ÞÞ; ðd

þ
b ;Dðe00ÞÞ; ðd

þ
bþ1;d

�
bþ1Þ; . . . ; ðdþN ;d

�
NÞÞÞ;
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and
o2 ¼ XðviewDCHððdþ1 ;d
�
1 Þ; . . . ; ðdþa�1;d

�
a�1Þ; ðd

þ
a ;Dðe00ÞÞ; ðd

þ
aþ1; d

�
aþ1Þ; . . . ; ðdþb�1; d

�
b�1ÞÞ; ðd

þ
b ;DðeÞÞ; ðd

þ
bþ1;d

�
bþ1Þ; . . . ; ðdþN ;d

�
NÞÞÞ;
If o1 ¼ 1 and o2 ¼ 0A outputs 1; if o1 ¼ 0 and o2 ¼ 1, A outputs 0; otherwise A outputs a uniformly random bit.
The remaining probability analysis is identical to that in the proof of Theorem 3.2. h

Remark 3.4. Theorems 3.2 and 3.3 guarantees k-anonymity of our basic solution. We note that the k-anonymity achieved
here is not optimal. Compared with a (good) centralized algorithm for k-anonymization, our solution needs to suppress more
information in the quasi-identifier attributes. In Section 5, we present an improved protocol that suppresses less
information.

Remark 3.5. In terms of privacy, it is worth noting that even if our kADC protocol is used, the privacy of respondents may
still be violated by some attacks on k-anonymity. For example, k-anonymity may not protect respondents’ privacy when
there is little diversity in the data, or when some background knowledge is available (see, e.g., [39]). However, we emphasize
that these are the privacy weaknesses of k-anonymity in general, not the privacy weaknesses of our kADC protocol. What we
can guarantee is that kADC provides the maximum amount of privacy protection that can be provided by any protocol based
on k-anonymity. We believe this is a practical approach because k-anonymity is simple and widely used, although the weak-
nesses of k-anonymity have been found. Hence, we focus on k-anonymous data collection in this paper. In the future, we may
be able to extend our data collection approach to stronger privacy concepts (such as l-diversity).
3.4. Practical efficiency analysis

Before we start our efficiency analysis, it is important that we revisit our definition of N. In the above, we have stated that N
is the number of respondents in the protocol. In practice, it is nearly impossible to have all respondents online simultaneously;
thus N is not the total number of respondents, but the number of respondents involved in one execution of the kADC protocol.
Hereafter we call the users involved in one execution of the protocol a user group. Therefore, N is the size of a user group.

In our kADC protocol, each respondent has the advantage of ‘‘submit-and-go”: once they submit their encrypted data,
they can leave this protocol without waiting for the finish of the protocol. Each respondent’s overhead is just two ElGamal
encryptions which can be efficiently computed. The miner’s overhead comes from the second and four phases. It is domi-
nated by 3N2 þ 2N modular exponentiations. The DCH’s overhead comes from the third phase. It is dominated by
N2 þ 2N � N2 þ 4N modular exponentiations. Here, we can see that the miner and the DCH carry out most computational
tasks in this protocol. This is reasonable in the reality because the miner and the DCH are usually professionals who have
more powerful computers than the users.

To measure the efficiency, we implement this basic protocol using the OpenSSL library. We test our implementation in a
machine running NetBSD with 512 MB memory and 2 GHZ AMD CPU. In our implementation, we use 512-bit cryptographic
key. For different combinations of k and N, we test the computational overheads of each respondent, of the miner, and of the
DCH, respectively.

Fig. 1 shows each respondent’s computational overhead. It is approximately 5:5� 10�3 s regardless of N and k. Figs. 2 and
3 show the miner’s and DCH’s computational overheads, respectively. We can see they are quadratic in the number of
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Fig. 1. Respondent’s computation time.
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Fig. 2. Miner’s computation time.
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Fig. 3. DCH’s computation time.
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respondents; the effect of different k on the overheads is very small and thus can hardly be observed. For N ¼ 400, the miner
needs about 800 s while the DCH needs about 250 s. We stress that such overheads are acceptable because the respondents
do not need to wait for the miner and the DCH to complete these computations. We can also see that, for all combinations of
N and k, the miner’s overhead is about 3.2 times as the DCH’s.

To reduce the miner’s overhead, we can optimize our protocol using precomputation of some intermediate results. Recall
that, to rerandomize an ElGamal encryption, first the miner needs to compute some intermediate results by raising g and the
public key to a random number. In practice, the miner can precompute these intermediate results because these computa-
tions do not depend on the user data. Fig. 4 shows the miner’s computational overhead after using optimization. We can see
that the miner’s computational time is reduced to about 30% of the original.

4. Extension to the fully malicious model

As we have mentioned, our basic solution works only in the semi-honest model. However, we can use (digital signatures
and) zero-knowledge proofs to extend the basic solution to the fully malicious model. In this section, we describe how to
prevent the malicious behavior of the miner and the DCH, respectively. For easiness of presentation, we give all our
zero-knowledge proofs in the interactive form. Note that we can make all these proofs non-interactive using the Fiat–Shamir
heuristics [19].
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Fig. 4. Miner’s computation time with optimization.
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4.1. Building blocks

To prevent the miner and the DCH from deviating from the protocol, we need to use two building blocks for multiple
times: zero-knowledge proof of permuted decryption and zero-knowledge proof of permuted rerandomization. Before we
describe our extension of the basic solution, we first give a brief explanation of these two building blocks.

4.1.1. Proof of permuted decryption
Suppose that there are a prover and a verifier. Let v and w be the prover’s private key and public key, respectively. The

prover needs to show that ðx1; . . . ;xnÞ is a permuted decryption of ðx1; . . . ;xnÞ under her own private key. That is, the prover
needs to show that ðx1; . . . ;xnÞ is a permutation of the cleartexts of ðx1; . . . ;xnÞ.

To achieve this goal, the prover chooses a permutation n on f1; . . . ;ng; for i ¼ 1; . . . ;n, she sets x0i to a rerandomization of
xnðiÞ. The prover sends ðx01; . . . ;x0nÞ to the verifier. The verifier sends back a uniformly random bit to the prover as the first-
round challenge.

If the first-round challenge is 0, the prover sends n to the verifier, together with the random numbers she used to reran-
domize all xi. The verifier checks that each x0i is indeed a rerandomization of xnðiÞ.

If the first-round challenge is 1, the prover does the follows. Since ðx1; . . . ;xnÞ is a permuted decryption of ðx1; . . . ;xnÞ
under private key v, there exists a permutation n0 on f1; . . . ;ng such that each xi is the decryption of xn0 ðiÞ under private key
v. So the prover sends ðn0Þ�1n to the verifier. In addition, for each i, the prover chooses a random exponent ci and computes
ki;0 ¼ gci ;

ki;1 ¼ x0i½2�
ci :
The prover sends ki;0; ki;1 to the verifier.
For each i, the verifier chooses a random number ki;2. The verifier sends these random numbers back as the second-round

challenge. The prover computes
ki;3 ¼ ci þ ki;2v:
Then, the prover sends k1;3; . . . ; kn;3 to the verifier. The verifier checks that, for each i,
gki;3 ¼ ki;0w
ki;2 ;

x0i½2�
ki;3 ¼ ki;1

x0i½1�
xðn0Þ�1nðiÞ

 !ki;2

:

To minimize the probability of cheating, the above procedure should be repeated for a number of times. The probability of
successful cheating decreases exponentially in the number of times the above procedure is repeated.

4.1.2. Proof of permuted rerandomization
Again, suppose that there are a prover and a verifier. The prover needs to show that ðx01; . . . ;x0nÞ is a permuted rerandom-

ization of ðx1; . . . ;xnÞ under the public key w. That is, the prover needs to show that ðx01; . . . ;x0nÞ is a permutation of the
rerandomizations of ðx1; . . . ;xnÞ.
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To achieve this goal, the prover chooses a permutation n on f1; . . . ;ng; for i ¼ 1; . . . ;n, she sets x00i to a rerandomization of
xnðiÞ under the public key w. The prover sends ðx001; . . . ;x00nÞ to the verifier. The verifier sends back a uniformly random bit to
the prover as the first-round challenge.

If the first-round challenge is 0, the prover sends n to the verifier, together with the random numbers she used to reran-
domize each xnðiÞ to get x00i . The verifier checks that each x00i is indeed a rerandomization of xnðiÞ.

If the first-round challenge is 1, the prover does the follows. Since ðx01; . . . ;x0nÞ is a permuted rerandomization
of ðx1; . . . ;xnÞ, there exists a permutation n0 on f1; . . . ;ng such that each x0i is a rerandomization of xn0 ðiÞ under public
key w. So the prover sends ðn0Þ�1n to the verifier. In addition, for each i, the prover chooses a random exponent ci and
computes
ki;0 ¼ gci ;

ki;1 ¼ wci :
The prover sends ki;0; ki;1 to the verifier.
For each i, the verifier chooses a random number ki;2. The verifier sends these random numbers back as the second-round

challenge. Suppose ui is the discrete logarithm of
x0
ðn0 Þ�1nðiÞ

½2�

x00
i
½2�

with respect to base g. Note that ui can be easily computed from

the random numbers the prover uses in rerandomizations. The prover computes
ki;3 ¼ ci þ ki;2ui:
Then, the prover sends k1;3; . . . ; kn;3 to the verifier. The verifier checks that, for each i,
gki;3 ¼ ki;0

x0
ðn0 Þ�1nðiÞ

½2�

x00i ½2�

 !ki;2

;

wki;3 ¼ ki;1

x0
ðn0 Þ�1nðiÞ

½1�

x00i ½1�

 !ki;2

:

To minimize the probability of cheating, the above procedure should also be repeated for a number of times.

4.2. Preventing the miner’s malicious behavior

Given the building blocks, now we can prevent the miner’s malicious behavior.
In Phase 2, we need to make sure: (1) the miner forwards each dþi ; d

�
i from respondent i without tampering; (2) for each i,

the miner computes q00i;1; . . . ; q00i;N properly.
To ensure that the miner forwards each dþi ; d

�
i without tampering, we only needs to add the following operations to our

protocol. At the end of Phase 1, each respondent should sign her message. At the end of Phase 2, the miner should forward
the respondents’ signatures together with dþi ; d

�
i , so that the DCH can verify these signatures.

To ensure that the miner computes q00i;1; . . . ; q00i;N properly, we first make a minor change to Phase 2: Instead of
having q0i;j ¼ qi;hiðjÞ, the miner should set q0i;j to a rerandomization of qi;hiðjÞ. Then the miner should prove that he properly com-
putes each qi;j from dþi and dþj , that he properly computes ðq0i;1; . . . ; q0i;NÞ from ðqi;1; . . . ; qi;NÞ, and that he properly computes each
q00i;j from q0i;j. The first proof can be done using a standard proof of knowledge of discrete logarithm [46]. The second proof can be
done using the technique given in 4.1.2. The third proof can be done using a standard proof of ElGamal decryption [29].

In Phase 4, the miner only needs to prove that the output consists of a permuted decryption of ðd
0000

1 ; . . . ; d
0000

N Þ and a per-
muted decryption of ðd�1 ; . . . ; d�NÞ. This can be done using the technique given in Section 4.1.1.

4.3. Preventing the DCH’s malicious behavior

Before we show how to prevent the DCH’s malicious behavior, we make minor changes to Phase 3 for computing d00i , d000i d]i ,
d
0000

i , and d�i .
If 1 6 jfi : ci < k� 1gj < k, then the DCH does the follows: Recall C be the smallest ci that is greater than k� 1. For all i

such that ci ¼ C, the DCH still sets d00i to an encryption of ðH;H; . . . ;HÞ under public key yv; but for all other i, the DCH sets
d00i to a rerandomization of d0i. If jfi : ci < k� 1gjP k or jfi : ci < k� 1gj ¼ 0, then the DCH similarly defines d00i as a rerandom-
ization of d0i for all i.

For each i, the DCH chooses a permutation p on f1; . . . ;Ng uniformly at random. The DCH sets each d000i to a rerandomiza-

tion of d00pðiÞ and each d]i to a rerandomization of d�pðiÞ. Then, the DCH computes d
0000

i ½1� ¼ d000i ½1�=ðd
000
i ½2�Þ

u and d�i ½1� ¼ d]i ½1�=ðd
]

i ½2�Þ
u.

The DCH defines, for all i, d
0000

i ½2� ¼ d000i ½2� and d�i ½2� ¼ d]i ½2�.
Given the above modification to Phase 3, the DCH gives his zero knowledge proofs as follows. First, the DCH proves, using

standard techniques [6], that each d00i is either a rerandomization of dþi or an encryption of ðH;H; . . . ;HÞ, and that the cleartext
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of each d00i appears at least k times.2 Then, the DCH proves that he computes d0001 ; . . . ;d000N properly from d001; . . . ; d00N using the tech-

nique given in Section 4.1.2. Similarly, the DCH proves that he computes d]1; . . . ;d]N properly from d�1 ; . . . ;d�N using the technique

given in Section 4.1.2. Next, the DCH proves that he computes d
0000

1 ; . . . ;d
0000

N properly from d0001 ; . . . ;d000N using the technique given in

Section 4.1.1. Similarly, the DCH proves that he computes d�1 ; . . . ;d�N properly from d]1; . . . ;d]N using the technique given in
Section 4.1.1.

4.4. Computational overhead analysis

Now we give a brief analysis of our extended protocol for the malicious model. Since our theoretical analysis of the basic
protocol’s computational overheads is consistent with the experimental results, for the extended protocol we only provide a
theoretical analysis of overheads. Interested readers can compare it with our results for the basic protocol to estimate the
amounts of time needed in practice.

In the extended protocol, for each respondent, the additional computational overhead (compared with the basic protocol)
is just the signing of one single message. For the miner, the additional computational overhead consists of N2 rerandomiza-
tion operations and 4 zero-knowledge proofs. Each rerandomization is dominated by 2 modular exponentiations. The com-
putation cost of the zero-knowledge proofs in 4.11 and 4.12 are both dominated by by OðNÞ modular exponentiations; the
computation cost of the proofs in [29] and [46] are both dominated by OðN2Þ modular exponentiations. Therefore, the total
additional overhead of the miner is about OðN2Þ modular exponentiations. For the DCH, the overhead consists of 2N � 4N
rerandomizations and 6 zero-knowledge proofs in which the proof described in [6] is also dominated by OðNÞ modular
exponentiations. So the total additional overhead of the DCH is about OðNÞ modular exponentiations.

5. Improved solution

In Section 3, we have presented a basic protocol for kADC. However, the basic protocol suppresses a considerable amount
of information in the quasi-identifiers, because its k-anonymization is very coarse-grained: it either does not change a quasi-
identifier, or completely suppresses it. In practice, suppressing too much information is often undesirable. Consequently, we
now present an improved protocol that suppresses significantly less information.

5.1. Improved protocol

Just as in the basic protocol, each respondent i encrypts her data using public key yv:
2 In t
is a pos
version
allow th
dþi ¼ Eyvðdþi ; rþi Þ;
d�i ¼ Eyvðd�i ; r�i Þ;
Each respondent i submits dþi d�i to the miner.
First, the miner and the DCH execute a subprotocol AnonySet() for m times to anonymize each individual attribute in the

quasi-identifier: AnonySet({1}), AnonySet({2}), . . ., AnonySet({m}). (See Section 5.2 for the details of this subprotocol.)
Then, for L ¼ 1;2; . . . ; blog mc, the miner and the DCH do the follows: the miner chooses bm

2Lc random attribute subsets of
the quasi-identifier such that each subset has a size of 2L. For each random subset M, the miner and the DCH execute the
subprotocol AnonySet(M) to anonymize M.

Finally, the miner and the DCH execute AnonySet (f1; . . . ;mg) and do the follows to decrypt the data: the miner first sends

all the data to the DCH. Then, for each i, the DCH decrypts dþi and d�i using his own private key u; let the results be fdþi and fd�i .

The DCH sends them back to the miner. The miner uses his own private key x to decrypt ðfdþi ; dþi ½2�Þ and ðfd�i ; d�i ½2�Þ. The new

results are the k-anonymized version of the collected data. Again, if the data needs to be published, the miner must publish it
in a randomized order.

5.2. Subprotocol for anonymizing attribute subset M:anonyset(M)

In the previous section, we have presented our improved protocol using a subprotocol AnonySet(). Now we explain how
this subprotocol works.

The input MðM # f1; . . . ;mgÞ of this subprotocol is a subset of quasi-identifier attributes. Denote by dM
i the attribute val-

ues of dþi in the set M. The subprotocol goes as follows.

� Miner’s randomization operations.

–For each pair ði; jÞ, the miner computes qi;j ¼ ðd

M
i =dM

j Þ
ri;j , where each ri;j is chosen uniformly and independently.
his step, in stead of proving that he is following the protocol precisely, the DCH actually proves that he is performing k-anonymization. Therefore, there
sibility that the DCH deviates from the protocol without being detected. However, in that case, the output of the protocol is still a k-anonymization
of the submitted data and nobody’s privacy is violated. Since the target of this work is to protect privacy (rather than ‘‘security” in the broad sense), we
is type of ‘‘benign” cheating. In reality, the DCH typically does not want to cheat in this way since it does not give the DCH any advantage.
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–For each i, the miner chooses a permutation hi on f1; . . . ;Ng uniformly at random and computes, for each j, q0i;j ¼ qi;hiðjÞ.
–The miner computes q00i;j½1� ¼ q0i;j½1�=ðq0i;j½2�Þ

x and sets q00i;j½2� ¼ q0i;j½2�.

–The miner sends the DCH: fdM
i gi¼1;...;Nfq00i;jgi¼1;...;N;j¼1;...;N .

� DCH’s randomization operations.

–For each pair ði; jÞ, the DCH computes q0i;j ¼ q00i;j½1�=ðq00i;j½2�Þ

u.
–For each i, the DCH counts the number of j such that q0i;j ¼ 1. Let this number be ci. If ci < k� 1, then the DCH sets d0i to
an encryption of ðH;H; . . . ;HÞ under public key yv; otherwise, the DCH sets d0i ¼ dM

i .
–If 1 6 jfi : ci < k� 1gj < k, then the DCH does the follows: Let C be the minimum value of ci such that it is greater than
k� 1. For all i such that ci ¼ C, the DCH sets d00i to an encryption of ðH;H; . . . ;HÞ under public key yv; for all other i, the
DCH sets d00i ¼ d0i. If jfi : ci < k� 1gjP k or jfi : ci < k� 1gj ¼ 0, then the DCH defines d00i ¼ d0i for all i.
–For each i, the DCH sends d00i to the miner.

� The miner replaces dM
i with d00i .

5.3. Computational overhead analysis

In the improved protocol, each respondent has the same computational overhead as in the basic protocol. The additional
computational overheads for both the miner and the DCH in the improved protocol include the execution of AnonySet and
the decryption at the end. The decryption at the end is dominated by 2N modular exponentiations. The computational over-
head for the miner for each execution of AnonySet is dominated by 2N2 modular exponentiations while the computational
overhead for the DCH for each execution of AnonySet is dominated by N2 modular exponentiations. Throughout the protocol,
AnonySet is run for mþ

Pblog mc
L¼1 bm

2Lcð¼ 2m� 1Þ times, for both the miner and the DCH. Therefore, the total additional over-
heads for the miner and the DCH are dominated by 2ð2m� 1ÞN2 þ 2N and ð2m� 1ÞN2 þ 2N modular exponentiations,
respectively.
6. Conclusion

In this paper, we study the kADC, a cryptographic technique for online data collection by which respondents can submit
data anonymously, even if the data contains identifying information and no unidentified communication channel is avail-
able. We give a basic protocol working in the semi-honest model, an extension of the basic protocol working in the fully
malicious model, and then an improved protocol that suppresses less information in quasi-identifiers. Theoretical analysis
and experimental study are presented for the correctness, privacy, and efficiency of the protocol.

We notice that the k-anonymization procedure our improved protocol performs on the data is still not optimal in the
amount of suppressed information. Therefore, a good future research topic is to further improve our protocol so that it sup-
presses even less information. Before the further improved protocol is available, if our kADC protocol suppresses too much
information in an application, then we recommend falling back to APDC for data collection in that application.
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