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Abstract—In this paper, a novel edge pattern recognition 
(EPR) deinterlacing algorithm with successive 4-field enhanced 
motion detection is introduced. The EPR algorithm surpasses 
the performance of ELA-based and other conventional 
methods especially at textural scenes. In addition, the current 
4-field enhanced motion detection scheme overcomes 
conventional motion missing artifacts by gaining good motion 
detection accuracies and suppression of “motion missing” 
detection errors efficiently. Furthermore, with the 
incorporation of our new successive 4-field enhanced motion 
detection, the interpolation technique of EPR algorithm is 
capable of flexible adaptation in achieving better performance 
on textural scenes in generic video sequences. 

I. INTRODUCTION  
With recent advances of HDTV and multimedia personal 

computers, deinterlacing becomes an important technique which 
converts interlaced TV sequences into progressive frames for 
display on progressive devices such as LCD-TVs, Plasma Display 
Panels, Projective TVs, etc.  However, visual defects such as edge 
flicker, line crawling, blur, and jaggedness introduced in the TV 
systems due to the inherent nature of interlaced sequences 
frequently exist and produce annoying artifacts to viewers if 
deinterlacing is not done properly.  

Many techniques have been proposed for deinterlacing [1]-[7] 
in the past few decades. These techniques can be roughly 
categorized as either motion compensated (MC) or non motion 
compensated methods (Non-MC) [8].  Non-MC algorithms include 
spatial, temporal, and motion adaptive schemes. Spatial methods 
employ interpolation based on pixel values resided within the same 
field and are more cost-efficient among the deinterlacing techniques 
due to less memory requirements and hence less complexity. 
Temporal methods perform interpolation by exploiting the pixel 
values from several consecutive field sequences and they have high 
implementation cost due to multiple-field storage requirements. 
Spatial-temporal methods exploit the correlation in both time and 
spatial domain. Motion adaptive methods employ different filtering 
strategies for motion and non-motion cases by calculating the 
difference between two or more consecutive fields. Motion 
compensated methods involve motion estimation for filtering along 
the motion trajectories. However, motion compensated methods 
require much higher hardware complexity than other methods [9].  
The visual quality of both motion adaptive and motion compensated 
methods highly relies on the correctness of motion information.  

Among spatial methods, ELA algorithms [1][2] are widely used 
since they are capable of performing linear interpolation along the 
direction with smallest pixel difference and achieve relatively good 
performances with smaller computational load. However, ELA-
based methods are sensitive to fine granularity features such as 
textures, noise and weak edges. They may also produce annoying 
artifacts when inaccurate edge information is used. 

II. MOTION DETECTION METHODS 
Conventional motion detection (MD) methods [10][11] for 

deinterlacing calculate the maximum of field luminance difference 
pairs at the same field parity (i.e. odd vs. odd, even vs. even), as 
shown in Fig. 1 If the maximum field difference exceeds a certain 
predefined threshold, the output of the deinterlacer is from the 
interpolator’s moving path instead of being from the average of 
temporal neighbor pixels or the static path. However, these motion 
detection methods based on pixel differences are sensitive to noise 
and weak in detecting fine moving textures which leads to 
inaccurate motion judgment. 

There are two types of motion detection errors, namely “motion 
missing” and “false detection”. “Motion missing” refers to the of 
motion detector’s incorrect recognition of moving pixels as 
stationary ones regardless of how high the PSNR is. The pixels 
from temporal neighboring fields will be applied to the output and 
this will produce severe artifacts when small objects moving in high 
velocity and when small objects located in a background of uniform 
intensity moving with high velocity (e.g. moving texts on an 
uniform background). “False detection” happens when the motion 
detection regards the stationary pixels as moving ones and the 
output of the interpolator at moving path will be applied. This 
however will not produce severe artifacts should there be a robust 
interpolator. Hence, it is essential that the “motion missing” 
detection error be reduced as much as possible.  

Enlarging the detection window is one possible way to solve the 
motion missing problem. However, a larger detection window 
places stronger constraints on the detection of motion status for a 

 

Figure 1.  Conventional 4-field motion detection 
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Figure 2.  Bayer CFA Pattern 

single pixel resulting in more “false detection” errors. This method 
could potentially solve the motion missing problem but the 
drawback is on the loss of details on small objects and textures.  
Reducing the threshold value is an alternative way to alleviate the 
motion missing problem but motion detection methods based on 
difference calculations are sensitive to noise. 

III. PROPOSED METHOD  
In order to achieve better performance when interpolating 

textural video sequences, we incorporate the concept of extended 
Color Filter Array (CFA). The commonly used Bayer Pattern [12] is 
shown in Fig. 2 for interpolating missing green pixels where R, G, 
B denote red, green and blue pixels respectively. 

A. Edge Pattern Recognition 
Edge pattern recognition method [13][14] is used for 

interpolating the missing green pixels in CFA. Due to the high 
complexity in many metrics in describing textural features, we 
tacitly introduce the concept of delta modulation as in 
communications systems for texture analysis. The four pixels, a, b, 
c, and d are analyzed and marked as “H” or “L” depending on their 
gray levels as shown in Fig. 3.  Four unique types of edge patterns 
within a 3x3 window are depicted, namely the edge patterns labeled 
as edge pattern I with 3H1L, edge pattern II with 3L1H, the stripe 
pattern, and the corner pattern. Hence, we can obtain fourteen 
different edge patterns in four unique pattern types. In order to 
interpolate the center pixel X, all neighboring pixels around pixel X 
within the 3x3 window are required. Two functions for 
interpolation on stripe pattern and corner pattern are defined here:  

add_L= max(L,L) 

add_H= min(H,H)                                                  (1) 

    Fig. 3 also illustrates the interpolation scheme of four unique 
pattern types.  Each pattern in the same pattern type uses similar 
interpolation scheme. 

B. 4-field Enhanced Motion Detection 

1) First Step (Coarse search) 
A cross-shaped detection window is used for 4-field motion 

detection for coarse search, as shown in Fig. 4(a) Strong constraints 
aren’t given in this step. Calculate the second largest value of the 
five luminance field difference pairs at the corresponding position 
in terms of temporal and spatial fields in Fig. 4(b). 

2) Second Step Refinement 
Since the false detection errors exist in the classified group of 

static pixels after first step coarse search, a further refining step is 
performed here. We calculate the summations in Fig. 5 for different 
combinations in the refining step for further threshold checking. If 
any summation of each combination is smaller than the predefined 
threshold TS, pixel X is detected as static. 

 

 
3x3 Pattern Window          X=med{H,L,L,L}            X=med{H,H,H,L} 

               (a)                                          (b)                                        (c) 

 
     (d)                                                                  (e) 

Figure 3.  Interpolation scheme of each unique pattern type                       
(a) original  3x3 pattern window (b) edge pattern I                                      

(c) edge pattern II (d)stripe pattern (e) corner pattern 

                  
           (a)                                                  (b) 
Figure 4.  4-field enhanced motion detection (a) cross-shaped window     

(b) corresponding position of each pixel 

 

Figure 5.  Different combinations of difference pairs for the refining step 

C. Successive Motion Detection Assisted Edge Pattern 
Recognition Deinterlacing 
When incorporating the edge patterns techniques to 

deinterlacing, the absence of missing lines should be considered 
(i.e. pixel b and c in Fig. 3(a)) in the interlaced video sequences. A 
motion adaptive interpolation scheme [15], as shown in Fig. 6, 
using 4-field enhanced motion detection is applied to our EPR 
algorithm. Fig. 7 illustrates the position of the pattern window and 
the motion detection window of successive motion detection 
method. Different interpolation schemes are used for pixels b and c. 
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  denotes the previous result of EPR at time t-1. v_avgt 
and t_avgt denotes the vertical and temporal average at time t 
respectively. Motion detection for Ct is performed before edge 
pattern recognition at Xt.  The motion flag of Ct is exactly that of 
Xt+1. Hence, the motion flag of Ct can be used successively for 
adaptive interpolation.   
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Figure 6.  Adaptive Interpolation Scheme 

 

Figure 7.  Position of pattern window and motion                                
detection window at time t 

In Fig. 4(b), the interpolation for static path output is similar to 
conventional ELA.  The minimum of three temporal edges through 
pixel X at time t is calculated. Hence, the static path output is 
interpolated by the average of the temporal edge with smallest 
difference to achieve better performance. 

[ , , ]                             , y mod 2= n mod 2
[ , , ]  (3)
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IV. SIMULATION RESULTS  

A. Texture Analysis without Motion Detection  
To evaluate the performance of our extended EPR algorithm on 

textures, some textural scenes are extracted such as waves 
(coastguard and container), grass (coastguard), painting (silent), 
trees and bricks (foreman) are extract from the corresponding video 
sequences. As shown in Fig. 8, these textures are static or mixed 
with little motion throughout the specific period of the sequence 
(e.g. frame 1 to 240 in “Container”).  The average PSNR 
comparison on textures without motion detection is shown in Table 
I.  EPR I and EPR II methods are listed to show the flexibility of 
EPR algorithm and pixel b is simply from the previous result and 
pixel c is from previous temporal data and from vertical average 
respectively. The subjective view of interpolation error in 
comparison with original progressive Foreman sequence is shown 
in Fig. 9. The higher luminance value indicates larger interpolation 
error. 

B. Motion Detection Analysis and PSNR Comparison  
The subjective view comparison between conventional 4-field 

and proposed motion detection are presented in Fig. 10. There are 
severe artifacts known as “motion holes” caused by motion missing 
in Fig. 10(a) on the fast-moving fingers when using conventional 3-
field motion detection. In Fig. 10(b) the proposed enhanced 4-field  

TABLE I.  AVERAGE PSNR (DB) COMPARISON ON DIFFERENT   
TEXTURES WITHOUT MOTION DETECTION 

Name Merge Bilinear ELA EELA EPR I EPR II 

grass   
(Coastguard) 26.83 32.04  30.67  30.64  31.51  30.90  

waves 
(Coastguard) 33.37 33.50  32.91  32.85  34.49  33.15  

painting 
(Silent) 48.83 34.00  33.40  33.86  34.58  33.79  

waves 
(Container) 46.82 38.68  37.56  37.88  40.35  38.26  

bricks & trees
(Foreman) 34.85 29.27 28.44 28.70 30.96 29.84 

 

     

(a) coastguard                (b) container  

     

(c) silent                      (d) foreman 

Figure 8.  Textures on different sequences  

      

(a)  EELA                                   (b) EPR 
Figure 9.  Subjective view of interpolation error on Foreman              

sequence  (a) EELA [5]   (b) EPR method  

motion detection method can suppress the motion missing errors 
efficiently and retain detection accuracy in comparison with other 
methods. Table II illustrates the average PSNR comparison between 
different deinterlacing algorithms. The proposed method shows 
better performance on PSNR than other methods. 

 

V. CONCLUSION  
A motion adaptive edge pattern recognition algorithm is 

presented in this paper. The EPR algorithm is shown to have better 
performance on textures as compared to conventional algorithms 
such as ELA. The enhanced cross-shaped 4-field motion method 
can suppress the motion missing problem caused by conventional 
motion detection methods and increase the motion detection 
accuracy. It can also adaptively change the interpolation scheme of 
EPR method. From the experiment results, the proposed technique 
reveals its advantages in having more accurate motion detection and 
better texture interpolation for deinterlacing. 

2664

Authorized licensed use limited to: SUNY Buffalo. Downloaded on October 10, 2009 at 10:33 from IEEE Xplore.  Restrictions apply. 



 

     
Figure 10.  Subjective view of “motion missing” detection error  

TABLE II.  AVERAGE PSNR COMPARISON  

Name Bilinear ELA EELA EPR 4-field 
EPR 

Proposed

Silent 33.77 33.09 33.37 34.58 37.99 41.69 
Coastguard 28.65 27.89 27.82 29.40 31.23 30.62 

Foreman 32.32 32.46 32.64 32.08 32.75 34.00 
Akiyo 39.69 37.83 38.42 37.86 41.43 42.94 
News 34.02 31.75 31.83 32.09 36.98 40.07 
Stefan 27.40 26.12 25.85 25.26 27.17 28.36 
M&D 39.17 38.25 38.37 39.53 42.42 44.26 

Hall Monitor 31.73 30.53 30.64 32.69 35.55 36.18 
Mobile 26.89 25.10 25.38 24.25 24.28 26.22 

Container 28.74 27.77 27.81 30.13 31.08 35.14 
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