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CSE 115/503
January 24 – 28, 2011

Announcements

 Pick up (and READ) syllabus if you have not 
already done so.

 Syllabus Confirmation “test” on UBLearns
needs to be completed by 1/31/11.

 Note that readings and topics are starting to 
be posted the “Course Schedule” page of the 
course website.
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Course Registration

 503 students interested in attending an alternate 
recitation, please fill out form.

 A6 (Thursday 4:00 – 5:50) has been added and is 
available for registration.  If you are interested in 
attending this recitation, please change your registration 
through MyUB.

 If you are interested in changing to another recitation 
and there are open seats, please change your registration 
through MyUB. If there are not open seats, please fill out 
form.

 If you are not yet registered for this class and need to be 
– please see me after class.

Recitations

 Begin this week

 Attend your REGISTERED recitation.  
Change requests will be processed after 
drop/add period is over.

 Assignment is posted on website.
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Looking into the machine

 We can say:

 Computers are simple machines

 Computers really only manipulate voltages
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Fun fact

 It turns out that addition (and other 
arithmetic) in the binary number system is 
fairly simple
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Therefore,

 We can easily teach the computer the 
“rules” of binary arithmetic
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Then

 We can put the rules (circuits, gates, 
physical parts) into the ALU [Arithmetic 
Logic Unit] which is one of the two main 
parts of the CPU [Central Processing Unit].

 The other part of the CPU is registers, which 
are places to store data

Getting the computer to execute 
instructions

 We store instructions inside the memory.

 When we are ready to do something, we 
fetch an instruction from memory and load 
it into the registers.
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After fetch

 We decode the instruction so that the 
machine can process it

 We execute the instruction

 We store any results that are computed

 Then we can go back and fetch another 
instruction

How does the computer know 
when to move to the next step?
 The system clock actually helps the 

computer move from one step in this cycle 
to the next
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Programming a Computer

 We can write instructions to the computer in 
machine language (the native language of 
that particular machine), but this is difficult 
and time-consuming.

 So, early in computer programming history, 
we created assembly language.
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Assembly Language

 Simple mnemonics that indicate the type of 
action to be performed.

 Low-level language

 There is a one-to-one correspondence between 
the lines of assembly language and the 
machine language for the particular machine.

Higher-level Languages

 Assembly language works well, but a need 
was recognized to make programming 
languages more like human languages, and 
higher-level languages were developed.

 Higher-level languages are more 
complicated than assembly language

 There is no one-to-one correspondence 
between one line of a higher-level language 
and machine language
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The Böhm-Jacopini Theorem

 If interested in more information, feel free 
to check out Bill Rapaport’s webpage on the 
Böhm-Jacopini Theorem: 
http://www.cse.buffalo.edu/~rapaport/111F04/greatidea3.html

 In order to compute, we need the following 
three things:
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Recall our demonstration

If I tell you… …object 1, you 
should…

…object 2, you 
should…

…object 3, you 
should…

START Raise and lower 
your arms
repeatedly

Start counting 
out loud, from 
zero (somewhat 
slowly) 
0…1…2…3

Do nothing

STOP Put arms down 
and remain still

Stop counting, 
but remember 
where you left 
off

Do nothing

CONTINUE Do nothing Keep counting
from where you 
left off

Do nothing

ANYTHING ELSE Do nothing Do nothing Do nothing
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Objects

 Properties

 Capabilities
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Question

 What is the result of executing the 
expression that creates an object?
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