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In the last lecture, we stated a theorem for list decoding capacity, which we restate here:
Theorem 0.1 (List-Decoding Capacity). Let ¢ > 2 be an integer, and 0 < p < 1 — é be a real.

(i) Let L > 1 be an integer; there exists an (p, L)-list decodable code with rate

1
R<1-Hyp)— 7

(ii) For every (p, L) code of rate 1 — H,(p) + €, L needs to be exponential in block length of the
code.

In this lecture, we will prove this theorem.

1 Proof of Theorem [0.1

Proof. We start with the proof of (i). Pick a code C' at random where

Cl = d" k< (1= Hylp) = 7)n.
That is, as in Shannon’s proof, for every message m, pick C'(m) uniformly at random from [g]™.
Definition 1.1. Given'y € [¢]", and my,--- ,my, € [q|*, tuple (y, my,--- ,mp) defines a “bad
event” if

C(m;) € B(y,pn),0<i< L
where recall that B(x, e) = {z|A(x,z) < e}

FiX y € [Q]n’ mg,--- , My, S [Q]k
Note that for fixed ¢, by the choice of C', we have:

Vol,(y, m (1
PriC(m;) € B(y,pn)| = % < g "(=Hq(p), (1)

where the inequality follows from the upper bound on the volume of a Hamming ball that we have
already seen. Now the probability of a bad event given (y, mg, - -- ,my) is

L

/\C’(ml) € B(y,pn ] HP?“ (m;) € By, pn)] < ¢ "EHDU-Halo)
i=0

Pr

1



where the equality follows from the fact that the random choice of codewords for distinct messages
are independent and the inequality follows from (IJ). Then,

Pr|any bad event] < ¢" (L(‘i 1) g MDA~ Ha(p)) )
< qnan(LH)q—n(L+1)(1—Hq(P)) (3)
—_ qfn(LH)[lqu(p)fL%pR}
< q*”(L+1)[1*Hq(P)*%H*1+Hq(p)+%] @)
= ¢ L
< 1

In the above, follows by counting the number of y’s , and the number of L + 1 tuples. (3)
follows from the fact that (;) < a, and k = Rn. (4) follows by assumption R < 1 — H,(p) — 7.
Rest of the steps follow from rearranging and canceling the terms. Therefore, by probabilistic
method, there exists C' such that it is (p, L)-list decodable.

Now we turn to the proof of part (ii). For this part, we need to show the existence of ay € [g]"
such that |C' N B(y, pn)| is super-polynomially large for every C' of R > 1 — H,(p) + <.
Pick y € [¢]" at random. Fix c € C. Then

Prlc € B(y,pn)] = Prly € B(c,pn)]
Vol(y, pn
_ (yn pn) 5)
q
> q—”(l—Hq(ﬂ))—O(n)7 (6)

where () follows from the fact that y is chosen uniformly at random from [¢]" and @ follows by
the lower bound on the volume of the Hamming ball that we have seen earlier. We define

1 ifce B(y,pn)
X. = ]
0 otherwise

We have

E[|B(y,pm)] = > E[X(] (7)
> Zq—n(l—Hq(P)+0(n)) (8)

€))



In the above, ((7) follows by the linearity of expectation, (§) follows from (6], and (9) follows by
choice of R. Hence, by probabilistic method, there exists y such that |B(y, pn) N C| is ¢*", as
desired. ]

Remark 1.2. The proof above can be modified to work for random linear codes. In particular, one
can show that with high probability, a random linear code is (p, L)-list decodable code as long as

1

R<1=Ho) = oz

The details are left as an exercise. This means that there exists linear codes with rate 1 — H,(p) —
€ that are (p, ¢t/ 5))-list decodable. However, just for ¢ = 2, one can show the existence of
(p, O(1/¢))-list decodable codes [2|] (though it is not a high probability result).

The following questions are still open:

1. Is a random linear binary code of rate 1 — H(p) — ¢ with high probability (p, O(1/¢))-list
decodable?

2. Does there exist a g-ary linear code (for ¢ > 2) of rate 1 — H,(p) — ¢ that is (p, qo(l/g))
list-decodable?

It has been conjectured that the answer to both of these questions is positive [[1].
Update: Jan 2010 Guruswami, Hastad and Kopparty have solved the open questions above by
showing that random linear codes of rate 1 — H,(p) — € are (p, O(1/¢))-list decodable.
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