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RM,(t,v) — Evaluations of v variable polynomials of degree < t.

(mgys C[vl,Is| <t

Pu(xi,....x,) = 2, Ci[1X;
Schv] ieS

1S|<t

RM(m) = (Pm(ai, ..., ) )a,.a)eF

Claim 1: RMy(t,v) is a [2, X (1), 2.t
Example :
Dt=%=k=2"=2=R=1d=21=+h
(1)t = 1 —? (Figure out which code.)

IA

v. (Claim on linearity follows from RS codes.)

Proposition 0.1. RM-(t,v) has distance 207,
Proof. Show min. weight of non-zero codeword is 2".

1. min. wt. < 2!
t
P(xy,...,x,) = Hlxi
=

Play,...,a)=1,iff a1 =ar=...,a,=1
No. of such (o = ar = ..., ,) = 2",

2. min. wt. > 2"
Proof by induction on v+t.
Base case: v = 1,1 = 0 = polynomial = 1Implies non-zero in all positions.
Assume true for somev + ¢ < b
Letv+t=0»b
P(xy,....x) =x O(x2,...,x) + R(xp,...,x,)

Number of var = v-1,deg <t—1 No. of var =v-1,deg <t

Casel : R(x,...,x,)=0
Set X; = 1, by induction, Q is non-zero in > 2"~!=¢=1 = 2V position.
Case2 : R(xs,...,x,) #0
Set X; «— 1, left with polynomial of deg < ¢, v — 1 variables.
= By induction Q+R has > left2""~! non-zero values. X; «— left with R.
By induction R is non-zero in at least 2"~"~! positions.
= pis non-zero > 2 - 2V~

= 2" positions.



Next : Poly time unique decoding algorithm for RM,(¢,v)
—> can decide up to < ¢ = 2"7"! errors.

Lemma 0.2. Vr > 1,s C [v], st|s| = r,a polynomial, p € Fy[xy,...,x,] of degree the following is
true.

For every b € B
>, p(a) = Cy, where S = [v]\S for any T C [v] and a € F}, ar is the projection of a onto T.

a€Fy as—p

Given received word y = (yo)ery) < 2"

Find P? (unique P) If we can compute all the coefficients {C}scpy s«
Fix § € [v],|S| = t, Compute Cs.

Problem : Donot know the actual values if P(a)

— only knows y,

— donot know the error positions

Forevery b € F}, T, = {a € F} | aa, = b}, Vb £ b/, T, N T)y = 0.

Call T}, to be erroneous if there exists atleast one a € T), s.t. y, # P(a).

Obs: If T}, is not erroneous
iya= Y P@=C, (1)

yaET}, a€Ty
The second equality is by Lemma 1.
Donot know which T}, is erroneous.
Total number of errors <2"7"7' -1 2)
Total number erroneous T, < 2"~ 3)
1
For > 3 fraction of b € F,™’ 4

T}, is not erroneous.
= majority ( Y, y,) = C,. Time do theis step is = O(n?). Can compute all Cy, |S| = t. what about

beFy ™! acTy

IS < 1?.

R = > c] [x (5)

SCv] €S
IS|=t

Set P'(x) = P(x) — R(x)

y; = <y;>a€[pgs.t.y; =Ya— R(a)
Note(1): AY', (P'(@)aery)) < 277! < zwgil)



degree(P’)(e RM,(t — 1,v)) < t — 1. Reduced problem from to decoding from y’ for RM,(¢t — 1,v).
Distance of

RM,(t — 1,v) =271 (6)
— 2v—t+l (7)

2v—(t—1)
— ®)

Implying recursion. Polynomial time computation of each step.



