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Chapter 1

What is matrix vector multiplication and
why should you care?

1.1 What is matrix vector multiplication?

In these notes we will be working with matrices and vectors. Simply put, matrices are two dimensional
arrays and vectors are one dimensional arrays (or the "usual” notion of arrays). We will be using notation
that is consistent with array notation. In particular, a matrix A with m rows and n columns (also denoted
as an m x n matrix) will in code be defined as int [J[] A = new int[m] [n] (assuming the matrix
stores integers). So for example the following is a 3 x 3 matrix

1 2 -3
A=[2 9 0 |. (1.1)
6 -1 -2

Also a vector x of size n in code will be declared as int [] x = new int[n] (again assuming the
vector contains integers). For example the following is a vector of length 3

2
22(3). (1.2)
-1

To be consistent with the array notations, we will denote the entry in A corresponding to the ith row
and jth column as A[7, j] (or A[i] [j]). Similarly, the ith entry in the vector x will be denoted as x[i] (or
x [1]). We will follow the array convention assume that the indices i and j start at 0.

We are now ready to define the problem that we will study throughout the course of these notes:

e Input: An m x n matrix A and a vector x of length n

* Output: Their product, which is denoted by

y=A-Xx,
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where y is also a vector of length n and its ith entry for 0 < i < m is defined as follows:
n-1

ylil= Y Al j1-x[j].
j=0

For example, here is the worked out example for A and z defined in (I.I) and (L.2):

1 2 -3 2 1x2+2x3+(-3)x(-1) 11
29 o3 ]= 2x2+9x3+0x(-1) =131].
6 -1 -2 -1 6x2+(-1)x3+(-2)x(-1) 11

So far we have looked at matrices that are defined over integers. A natural question is whether there

is something special about integers. As it turns out, the answer is no.

There is nothing special about integers

It turns out that in these notes we will consider the matrix vector multiplication problem over any field.
Informally a field is a set of numbers that is closed under addition, subtraction, multiplication and divi-
sion. More formally,

Definition 1.1.1. A field [F is given by a triple (S, +,-), where S is the set of elements containing special
elements 0 and 1 and +, - are functions S x S — S with the following properties:

 Closure: For every a,be S, we have botha+be Sand a-be S.

* Associativity: + and - are associative, that is, for every a,b,c€ S, a+(b+c) = (a+b)+cand a-(b-c) =
(a-b)-c.

e Commutativity: + and - are commutative, that is, for every a,be S,a+ b=b+aand a-b=b-a.
* Distributivity: - distributes over +, that is for every a,b,c€ S, a-(b+c)=a-b+a-c.
* |dentities: Foreverya€ S,a+0=aand a-1=a.

* Inverses: For every a € S, there exists its unique additive inverse —a such that a + (—a) = 0. Also for
every a € S\ {0}, there exists its unique multiplicative inverse a_' such that a-a~' = 1.

We note that our definition of the matrix vector multiplication problem is equally valid when ele-
ments in a matrix (and vector) come from a field as long as we associate the addition operator with the
field operator + and the multiplication operator with the - operator over the field. With the usual se-
mantics for + and -, R (set of real number) is a field but Z (set of integers) is not a field as division of
two integers can give rise to a rational number (the set of rational numbers itself is a field though- see
Exercise[L).

Definition 1.1.2. Given a field F, we will denote the space of all vector of length n with elements from [F
as F" and the space of all m x n matrices with elements from [ as F"*"?,
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The reader might have noticed that we talked about matrices over integers but integers do not form
afield. It turns out that pretty much everything we cover in these notes also works for a weaker structure
called rings (rings are like fields except they do not have multiplicative inverses) and Z it turns out is a
ring (see Exercise[l.2). It also turns out that we can have finite fields. For example, the smallest finite field
(on two elements) is defined as F» = ({0,1},®, A) (where & is the XOR of addition mod 2 operation and
A is the Boolean AND operator). We will talk about more general finite fields in bit more detail soon.

As we will see shortly, the matrix-vector multiplication problem is a very fundamental computational
task and the natural question is how efficiently one can perform this operation. In particular, here is the
relevant question in its full generality:

Question 1.1.1. Given a matrix A € F™*" and a vectorx € F", compute

y=A'Xx,
where for0 < i< m:
n-1
ylil= ) Ali, j]-x[j]
j=0

with as few (addition and multiplication) operations over F.

Note that we mention the number of additions and multiplications over [ as our measure of complexity
and not the time taken. We will revisit this aspect in the next chapter: for now it suffices to say that this
choices makes it easier to talk about any field F uniformly

1.2 Complexity of matrix vector multiplication

After amoment’s thought, one can see that we can can answer Question[[.T.Tfor the worst-case scenario,
at least with an upper bound. In particular, consider the obvious Algorithm/[I]

Algorithm 1 Naive Matrix Vector Multiplication Algorithm
INPUT: x€F? and Ae F™*"
OUTPUT: A-x

1: FOR0O<i<mDO

22 ylil<0

3: FORO<j<nDO

4 yli] —ylil + Al j1-x[j].
5: RETURN Yy

One can easily verify that Algorithm[Iltakes O(mn) operations in the worst-case. Further, if the matrix
A is arbitrary, one would need Q(mn) time (see Exercise[[.3). Assuming that each operation for an field F
can be done in O(1) time, this implies that the worst-case complexity of matrix-vector multiplication is
O(mn).

1E.g. this way we do not have to worry about precision issues while storing elements from infinite fields such as R.
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So are we done?

If we just cared about worst-case complexity, we would be done. However, since there is a fair bit of
notes after this spot it is safe to assume that this is not we care about. It turns out that in a large num-
ber of practical applications, the matrix A is fixed (or more appropriately has some structure). Thus,
when designing algorithms to compute A -x (for arbitrary x), we can exploit the structure of A to obtain a
complexity that is asymptotically better than O(mn).

The basic insight is that in many applications, one needs to compute specific linear functions, which
are defined as follows:

Definition 1.2.1. A function f:F" — " is said to be linear if for every a, b € F and x,y € F”, we have
fla-x+b-y)=a-fx)+b-f(y).

It turns out that linear functions are equivalentto some matrix A. In particular, we claim that a linear
function f: " — [ is uniquely determined by a matrix Ay € F**" such that for everyx e F", f(x) = Af-x.
(See exercise[l.4l) Thus, evaluating a linear function f at a pointx is exactly the same as the matrix-vector
multiplication A -x. Next, we present two applications that crucially use linear functions.

1.3 Two case studies

1.3.1 Error-correcting codes

Consider the problem of communicating n symbols from F over a noisy channel that can corrupt trans-
mitted symbols. While studying various model of channels (which correspond to different ways in which
transmitted symbols can get corrupted) is a fascinating subject, for the sake of not getting distracted, we
will focus on the following noise model. We think of the channel as an adversary who can arbitrarily
corrupt up to T symbols@ A moment’s though reveals that sending n symbols over a channel that can
corrupt even one symbol is impossible. Thus, a natural "work-around" is to instead send m > n sym-
bols over the channel so that even if 7 symbols are corrupted during transmission, the receiver can still
recover the original n symbols.
We formalize the problem above as follows. We want to construct an encoding functiond

E:F'"—>F",
and a decoding function
D:F" —F"
such that the following holds for any x € F” and e € ™ such that e has at most T non-zero values:

D(E®X)+e) =x.

Here is how we relate the above formal setting to the communication problem we talked about. A sender
Alice wants to send x € F” to Bob over a noisy channel that can corrupt up to 7 transmitted symbols.
In other words, the adversarial channel with the full knowledge E(x) (and the encoding and decoding
functions E and D) computes an error pattern e € F" with at most T non-zero locationﬂ and sends

2Corrupting a symbol a € F means changing to some symbol in F \ {a}.
3The range of the encoding function E, i.e the set of vectors {E(x)|x € F"} is called an error-correcting code or just a code.
4These are the locations where the adversary introduces errors.
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y = E(x) + e to Bob. Bob then computes D(y) to (hopefully) get back x. A natural question is for a given 7,
how much redundancy (i.e. the quantity m — n) do we need so that in the above scenario Bob can always
recover x?

We begin with the simplest adversarial channel: where the channel can corrupt up to 7 = 1 error. And
to begin with consider the simple problem of error detection: i.e. Bob on receiving y needs to decide if
there is an x such thaty = E(x) (i.e. ise = 0?)@ Consider this problem over F = F, (i.e. the symbols are
now bits). Consider the following encoding function:

n
E$(x0»---)xn—l): (-XO)"'rxn—l»in)' (13)
i=0

In other words, the encoding function Eg adds a parity at the end of the n bits (so m = n+ I)E There
exists a simple decoding function Dg that detects if at most one error occurred during transmission (see
Exercise[L.5).

Let us now concentrate on Eg: one can show this is a linear function. By Exercise[I.4] we know that
there exists an equivalent Ag. For example, here is the matrix for n = 3:

As

Il
— O O
_— O - O
— -0 O

Now note that by Exercise[[.3] we can compute Eg(x) with on?) operations (recall m = n+1). How-
ever, it is also easy to see that from definition of Eg from (L3), we can compute Eg(x) with O(n) opera-
tions over [, (see Exercise[L.6). Note that this is possible because the matrix Ag is not an arbitrary matrix
but has some structure: in particular, it has only O(n) non-zero entries. (See Exercise[Il.7lfor the general
observation on this front.) This leads to the following observation, which is perhaps the main insight
from practice needed for these notes:

Applications in practice need matrices A that are not arbitrary, and one can use the structure of A to
perform matrix-vector multiplication in o(mn) operations

%We say that a function f(n) is o(g(n)) if lim,—e f(n)/g(n) =0.

In particular, Exercise [[’7limplies that any matrix A € F"**” that is o(mn) sparse also has an o(mn)
operation matrix-vector multiplication operation. It is worth noting that

To obtain an o(mn) complexity, we have assume a succinct representation. If e.g. matrix A with at
most s non-zero elements is still represented as an m x n matrix, then there is no hope of beating
the Q(mn) complexity. For sparse matrices, we will assume any reasonable listing (e.g. list of triples
(i, j,Ali, j1) for all non-zero locations). We will come back to this issue in the next chapter.

As we progress in these notes, we will see more non-trivial conditions on the matrix A, which leads
to faster matrix-vector multiplication than the trivial algorithm. Next, we look at our next case study.

5Much of error correction on the Internet actually only performs error detection and the receiver asks the sender to re-send
the information if an error is detected.

6A variant of the parity code is what is used on the Internet to perform error detection.
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1.3.2 Deep learning

WARNING: We do not claim to have any non-trivial knowledge (deep or otherwise) of deep learn-
ing. Thus, we will only consider a very simplified model of neural networks and our treatment of
neural networks should in no way be interpreted as being representative of the current state of deep
learning.

We consider a toy version of neural networks in use today: we will consider the so called single layer
neural network:

Definition 1.3.1. We define a single layer neural network with input x € F” and output y € F”* where the
output is related to input as follows:

y=8W-x),
where We F™*" and g : F” — " is a non-linear function.

Some remarks are in order: (1) In practice neural networks are defined for F = R or F = C but we
abstracted out the problem to a general field (because it matches better with our setup for matrix-vector
multiplication); (2) One of the common examples of non-linear function g : R™ — R is applying to so
called RelLu function to each entryE] (3) The entries in the matrix W are typically called the weights in the
layer.

Neural networks have two tasks associated with it: the first is the task of learning the network. For
the network defined in Definition [[.3.T] this implies learning the matrix W given a set of training data
(X0,¥0), X1,¥1), - - - where we y; is supposed to be a noisy version of g(x). The second task is that once we
have learned g, we use it to classify new data points x by computing g(x). In practice, we would like the
second step to be as efficient as possibleﬁ In particular, ideally we should be able to compute g(x) with
O(m + n) operations. The computational bottleneck in computing g(x) is computing W-x. Further, it
turns out (as well will see later in these notes) that the complexity of the first step of learning the network
is closely related to the complexity of the corresponding matrix-vector multiplication problem.

1.3.3 The main motivating question

This leads to the following (not very precisely defined) problem, which will be one of our guiding force
for a large part of these notes:

Question 1.3.1. What are the "interesting" class of matrices A € F™*" for which one can compute A-x
for arbitraryx € F" in O(m + n) operations

9For the rest of the notes we will use O (f(n)) to denote the family of functions O ( f(n) -1ogPW f (n)).

We note that any matrix A that has O (m + n) non-zero entries will satisfy the above property (via
Exercise[l.7). However, it turns out that in many practical application (including in deep learning appli-
cation above) such sparse matrices are not enough. In particular, we are more interested in answering
Question[I.3.Jlwhen the matrix A has Q(mn) non-zero entries, i.e. we are interested in dense matrices.

We collect some of the guiding principles about what aspects of the matrix-vector multiplication
problem for specific matrices A are useful for practice (when answering Question[L.3.1):

“More precisely, we have ReLu(x) = max(0, x) for any x € R and g(z) = (ReLu(zg), -+, ReLu(z;;_1).
81deally, we would also like the first step to be efficient but typically the learning of the network can be done in an offline step
so it can be (relatively) more inefficient.
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1. Dense structured matrices A are very useful.

2. The problem is interesting both over finite fields (e.g. for error-correcting codes) as well as
infinite fields (e.g. neural networks).

We will return to Question[I.3.1]in Chapter[2l For the rest of the chapter, we will collect some back-
ground information that will be useful to understand the rest of the notes. (Though we will get distracted
by some shiny and cute results along the way!)

1.4 Some background stuff

In this section, we collect some background material that will be useful in understanding the notes. In
general, we will assume that the reader is familiar with these concepts and/or is willing to accepted the
stated facts without hankering for a proof.

1.4.1 Vector spaces

We are finally ready to define the notion of linear subspace.

Definition 1.4.1 (Linear Subspace). A non-emptysubset S <[F" is a linear subspace if the following prop-
erties hold:

1. Foreveryx,y€ S, x+y € S, where the addition is vector addition over F (that is, do addition com-
ponent wise over [F).

2. ForeveryaelF andxe€ S, a-x€ S, where the multiplication is over .

Here is a (trivial) example of a linear subspace of R3:
S1 ={(a,a,a)lacR}. (1.4)

Note that for example (1,1,1) +(3,3,3) = (4,4,4) € S; and 2+ (3.5,3.5,3.5) = (7,7,7) € S; as required by
the definition. Here is another somewhat less trivial example of a linear subspace over [Fg:
S2 =1{(0,0,0),(1,0,1),(1,1,0), (0,1, D}. (1.5)

Note that (1,0,1) + (1,1,0) = (0,1,1) € S, and 0- (1,0,1) = (0,0,0) € S, as required. Also note that S is
not a linear subspace over any other field [F.

Remark 1.4.1. Note that the second property implies that 0 is contained in every linear subspace. Further
for any subspace over [y, the second property is redundant: see Exercise[L.8l

Before we state some properties of linear subspaces, we state some relevant definitions.

Definition 1.4.2 (Span). Given a set B = {vy,...,v/}. The span of B is the set of vectors

4
{Z a;-vila; eFforeveryie [ﬂ]}.
i=1
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Definition 1.4.3 (Linear independence of vectors). We say that vy, vy,...vy are linearly independent if for
every 1 < i < k and for every k — 1-tuple (a1, az,...,a;-1,aj+1,...,ar) € Fk-1)

ViZaiVi+...+aj—1Vi-1+ @j+1Vi+1 + ...+ apvg.
In other words, v; is not in the span of the set {vy,...,V;_1,Vit1,...,Vu}.
For example the vectors (1,0,1),(1,1,1) € S, are linearly independent.

Definition 1.4.4 (Rank of a matrix). The rank of matrix in F”*" is the maximum number of linearly
independent rows (or columns). A matrix in F*" with rank min(m, n) is said to have full rank.

One can define the row (column) rank of a matrix as the maximum number of linearly independent
rows (columns). However, it is a well-known theorem that the row rank of a matrix is the same as its
column rank. For example, the matrix below over [, has full rank (see Exercise[l.9):

(1.6)

ool 21)

011

Any linear subspace satisfies the following properties (the full proof can be found in any standard
linear algebra textbook).

Theorem 1.4.1. IfS <™ is a linear subspace then
1. If|F| = q, then |S| = g~ for some k = 0. The parameter k is called the dimension of S.

2. There existsvy, ...,V € S called basis elements (which need not be unique) such that everyx e S can
be expressed asx = a)vy + ayva + ...+ apvy where a; € F for1 < i < k. In other words, there exists a full
rank m x k matrix G (also known as a generator matrix) with entries from F such that everyx e S,
x=G-(a, ag,...ak)T where

R TR
G=|v; v - Vi|.

3. There exists a full rank (m — k) x m matrix H (called a parity check matrix) such that for everyx € S,
Hx=0.

4. G and H areorthogonal, thatis, G- H' = 0.
The above implies the following connection (the proof is left as Exercise[1.10):

Proposition 1.4.2. A linear function f :F" — F™ is uniquely identified with a linear subspace.

Linear codes

We will now see an application of linear subspaces to the coding problem.

Definition 1.4.5 (Linear Codes). A linear code defined by an linear encoding function E : F" — F™.
Equivalently (via Proposition[L4.2) {E(x)|x € F"} is a linear subspace of F".

Theorem[L4.Ilthen implies the following nice properties of linear codes:
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Proposition 1.4.3. Any linear code with encoding function E :F"* — '™ has the following two algorithmic
properties:

1. The encoding problem (i.e. givenx € F", compute E(X)) can be computed with O(mn) operations.

2. Theerror detection problem (i.e. giveny € F'", does there existx € F"" such that E(X) =y) can be solved
with O((m — n)n) operations.

Recall that in the coding problem, we can design the encoding function and since encoding has to
be done before any codeword is transmitted over the channel, we have the following question:

Question 1.4.1. Can we come up with a "good" linear code for which we can solve the encoding prob-
lem with O(m) or at least O (m) operations?

We purposefully leave the notion of "good" undefined for now but we will come back to this questions
shortly.

1.4.2 Back to fields

The subject of fields should be studied in its own devoted class. However, since we do not have the luxury
of time, we make some further observations on fields (beyond what has already been said in Section[L.).
Infinite fields

We have already seen that the real numbers form a field R. We now briefly talk about the field of complex
numbers C. Given any integer n = 1, define

W, = ez;n/n,

where we use ¢ for the imaginary number (i.e. i = —1). The complex number w,, is a primitive root of
unity: i.e. w{l # 1 for any j < n. Further, the n roots of unity (i.e. the roots of the equation X" = 1) are
given by w{l for 0 < j < n. Further, by definition, these n numbers are distinct.

Now consider the following discrete Fourier matrix:

Definition 1.4.6. The n x n discrete Fourier matrix F, defined as follows (for 0 < i, j < n):
Fuli, jl1= 0}
Let us unroll the following matrix-vector multiplication: X = F,x. In particular, forany0<i < n:

n_l ..
X[i] = Z x[ ] .eZsz/n.
j=0

In other words, X is the discrete Fourier transform of x. It turns out that the discrete Fourier transform is
incredibly useful in practice (and is used in applications such as image compression). One of the most
celebrated algorithmic results is that the Fourier transform can be computed with O(nlogn) operations:

Theorem 1.4.4. For anyxe C", one can compute F,, -x in O(nlogn) operations.

We will prove this result in Chapter[3]
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Finite fields

As the name suggests these are fields with a finite size set of elements. (We will overload notation and
denote the size of a field by |F|.) The following is a well known result.

Theorem 1.4.5 (Size of Finite Fields). The size of any finite field is p® for prime p and integer s = 1.

One example of finite fields that we have already seen is the field of two elements {0, 1}, which we
will denote by [, (we have seen this field in the context of binary linear codes). For [F,, addition is the
XOR operation, while multiplication is the AND operation. The additive inverse of an element in [, is
the number itself while the multiplicative inverse of 1 is 1 itself.

Let p be a prime number. Then the integers modulo p form a field, denoted by [, (and also by
Zp), where the addition and multiplication are carried out mod p. For example, consider F;, where
the elements are {0,1,2,3,4,5,6}. So we have 4+3 mod7=0and 4-4 mod 7 = 2. Further, the additive
inverse of 4is 3 as 3+4 mod 7 = 0 and the multiplicative inverse of 4is2as4-2 mod7=1.

More formally, we prove the following result.

Lemma 1.4.6. Let p be a prime. ThenF, = ({0,1,...,p — 1}, +p,-p) is a field, where +,, and -, are addition
and multiplication mod p.

Proof. The properties of associativity, commutativity, distributivity and identities hold for integers and
hence, they hold for F,,. The closure property follows since both the “addition” and “multiplication" are
done mod p, which implies that forany a,b € {0,...,p—1}, a+tpb,a-pbel0,...,p—1}. Thus, to complete
the proof, we need to prove the existence of unique additive and multiplicative inverses.

Fix an arbitrary a € {0,..., p — 1}. Then we claim that its additive inverse is p —a mod p. It is easy to
check that a+ p—a =0 mod p. Next we argue that this is the unique additive inverse. To see this note
that the sequence a,a+1,a+2,...,a+ p—1 are p consecutive numbers and thus, exactly one of them is
a multiple of p, which happens for b= p—a mod p, as desired.

Now fixan a € {1,..., p — 1}. Next we argue for the existence of a unique multiplicative universe al.
Consider the set of numbers {a -y b}peq,..., p—1;- We claim that all these numbers are unique. To see this,
note that if this is not the case, then there exist b; # b, €{0,1,...,p—1} such that a-b; = a- b, mod p,
which in turn implies that a- (b; — b») =0 mod p. Since a and b; — b, are non-zero numbers, this implies
that p divides a- (b; — b»). Further, since a and |b; — b,| are both at most p — 1, this implies that factors of
a and (b; — b,) mod p when multiplied together results in p, which is a contradiction since p is prime.
Thus, this implies that there exists a unique element b such that a- b =1 mod p and thus, b is the
required a~'. O

One might think that there could be different fields with the same number of elements. However, this
is not the case:

The(:)lﬁm 1.4.7. For every prime power q there is a unique finite field with q elements (up to isomor-
phisnt)).

Thus, we are justified in just using F; to denote a finite field on g elements.
It turns out that one can extend the discrete Fourier matrix to any finite field F,. This basically needs
the following well-known result:

9An isomorphism ¢ : § — §' is a map (such that F = (S, +,-) and F' = (S, ®,0) are fields) where for every aj,as € S, we have
¢lar + az) = Ppla1) @ P(ap) and ¢(a; - a2) = p(ar) ° p(a2).
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Lemma 1.4.8. Let q be a prime power and n be an integer that does not divide q — 1. Then there exists an
element w, € Fy, such thatwy =1 and wl, #1 foreveryl < j < n.

Given the above, one can still define the discrete Fourier matrix F, as in Definition[T.4.6] (assuming n

divides g — 1). Further, Theorem[I.4.4]can also be extended to these matrices.

Vandermonde matrix

We finish off this section by describing a matrix that we will see a few times in these notes. Consider the
following matrix:

Definition 1.4.7. For any n = 1 and any field F with size at least m consider m distinct elements ay, ..., @;-1 €
F, consider the matrix (where0<i<mand0< j<n)

V&li, jl=al,
where a = (ay,...,an-1).
We now state some interesting facts about these matrices:
1. The discrete Fourier matrix is a special case of a Vandermonde matrix (Exercise[.12).

2. The Vandermonde matrix has full rank (Exercise[I.13).

3. It turns out that one can compute V,,-x for any x € F* can be computed with O(nlog? n) operations
(see Chapter[3).

Finally, the fact that the Vandermonde matrix has full rank (see Exercise [[LI3) allows us to define
another error correcting code.

Definition 1.4.8. Let m = n = 1 be integers and let ¢ = m be a prime power. Let ay,...,a ;-1 be distinct
values. Then the Reed-Solomon code with evaluation points ay, ..., a1 is alinear code whose generator
matrix is given by V(n“0 """ Em-1),

Reed-Solomon codes have very nice properties and we will come back to them at the end of the
chapter (where we will also explain why we use the term evaluation points in the definition above).
1.5 Our tool of choice: polynomials

Polynomials will play a very integral part of the technical parts of these notes and in this section, we
quickly review them and collect some interesting results about them.

1.5.1 Polynomials and vectors

We begin with the formal definition of a (univariate) polynomial.

Definition 1.5.1. A function F(X) =}72, fiX i, fi € Fis called a polynomial.
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For our purposes, we will only consider the finite case; that is, F(X) = Z?:o fiX I for some integer
d > 0, with coefficients f; € F, and f;; # 0. For example, 2X3 + X + 5X + 6 is a polynomial over F; (as well
asR and C).

Next, we define some useful notions related to polynomials. We begin with the notion of degree of a
polynomial.

Definition 1.5.2. For F(X) = Z;’lzo fi X" (f4 #0), we call d the degree of F (X) We denote the degree of
the polynomial F(X) by deg(F).

For example, 2X3 + X2 +5X + 6 has degree 3.
We now state an obvious equivalence between polynomials and vector, which will be useful for these
notes:

There is a bijection between F” and polynomials of degree at most n— 1 over F. In particular, we will
use the following map: vector f € F” maps to the polynomial P¢(X) = Z;:OI f[i]- X Taking this a step
further, the following is a bijection between a matrix M € F”” and a "family" of polynomials given by
{PM(X) = Pyiy(X):0<i < n}

We will see another useful bijection in a little bit.
In addition to these syntactic relationships, we will also use operations over polynomials to design
algorithms for certain structured matrix-vector multiplication.

1.5.2 Operations on polynomials

Let F[X] be the set of polynomials over [, that is, with coefficients from F. Let F(X),G(X) € F[X] be
polynomials. Then F[X] has the following natural operations defined on it:

Addition:
max(deg(F),deg(G))

F(X)+G(X) = Y (fivenX,
i=0
where the addition on the coefficients is done over F4. For example, over F2, X + (1 +X) = X - (1 +
1)+1-(0+1)1 =1 (recall that over F,, 1+1 = 0) Note that since for every a € F, we also have
—a €T, this also defined the subtraction operation.

Multiplication:
deg(F)+deg(G) (min(i,deg(F))

FX)-GX)= ) > pj~qz--,-)X"»
i=0 j=0
where all the operations on the coefficients are over ;. For example, over F», X(1+ X) = X + X2,
(1+X)%2=1+2X+ X% =1+ X2, where the latter equality follows since 2 = 0 mod 2.

Division: We will state the division operation as generating a quotient and a reminder. In other words,
we have
F(X)=QX)-G(X) + R(X),

10We define the degree of F(X) = 0 to be 0.
' This will be a good time to remember that operations over a finite field are much different from operations over R. For
example, over R, X + (X +1)=2X+1.
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where deg(R) < deg(G) and Q(X) and R(X) are unique. For example over F; with F(X) =2X Sy X%+
5X+6and G(X) = X +1, we have Q(X) =2X? +6X + 6 and R(X) = 0-i.e. X + 1 divides 2X3 + X +
5X +6.

Evaluation: Given a constant « € F, define the evaluation of F at a to be

deg(F) .
F@= ) fi-a
i=0

Forexampleover[F7,wehaveforF:2X3+X2+5X+6, F(2)=2-22+2245.246=2+4+3+6=1.

More on polynomial evaluation

We now make a simple observation. Let f(X) = Zl’.lz_ol fi-X*andf= (fy,..., fu_1). Thenforany ay, ..., @1 €
I, we have (see Exercise[Il.14):
f(ao) fo
. — Vglag ..... am_l) . . . (17)

f(am—l) fn—l

Next, we make use of (I.7) to make two further observations. First we note that this implies the
following alternate definition of Reed-Solomon codes (see Definition [[.4.8):

Definition 1.5.3 (Polynomial view of Reed-Solomon Codes). Let m = n = 1 be integers and let g = m be
a prime power. Let ay, ..., ;-1 be distinct elements of [ ;. Then the Reed-Solomon code with evaluation
points ay, ..., &m-1 is defined via the following encoding function Egs. Given a "message" f€ Fy:

ERS,(ao,..am-1) & = (Pg(ao), ..., Pe(am-1)).

Note that the above definition justifies the use of the term evaluation points for ay, ..., @ ;-1 in Defi-
nition[I.4.8

Second we note that (I7) along with the fact that Vandermonde matrices are full rank (Exercise[I.13)
implies a bijection between polynomials of degree at most n — 1 and evaluating such polynomials over n
distinct points in the field. The following alternate representation of vectors and matrices.

Let ay,...,a,—1 € F be distinct points in the field. Then there exists a bijection between F” and
evaluations of polynomials of degree at most n—1 on a = (g, -, @,—1). In particular, we can map
any z € F" to (Py,a(a0), ..., Pya(@n-1)), where for any 0 < j < n, we have P, (@) =zl j].

In particular, the above implies the following polynomial transform view of matrices. Specifically, for
any n x n matrix A, we have a family of n polynomials Ay (X),..., A,—1(X), where forevery0 < i, j < n,
we have P;(a;) = Ali, jl.

Note that the Vandermonde matrix corresponds to the case when the polynomial A;(X) = X'.
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Finite field representation

Next, we define the notion of a root of a polynomial.
Definition 1.5.4. « €[ is a root of a polynomial F(X) if F(a) = 0.

For instance, 1 is a root of 1 + X? over F, (but that 1 + X? does not have any roots over R). We will also
need the notion of a special class of polynomials, which are like prime numbers for polynomials.

Definition 1.5.5. A polynomial F(X) is irreducible if for every G; (X), G»(X) such that F(X) = G;(X) G2 (X),
we have min(deg(G,),deg(G»)) =0

In these notes, we will almost exclusively focus on irreducible polynomials over finite fields. For
example, 1+ X? is not irreducible over F», as (1 + X)(1 + X) = 1 + X2. However, 1 + X + X? is irreducible,
since its non-trivial factors have to be from the linear terms X or X + 1. However, it is easy to check that
neither is a factor of 1 + X + X2. (In fact, one can show that 1+ X + X? is the only irreducible polynomial
of degree 2 over [F»— see Exercise[l.15l) A word of caution: if a polynomial E(X) € [F;[X] does not have any
root in [F4, it does not mean that E(X) is irreducible. For example consider the polynomial (1 + X + X?)?
over [F,— it does not have any root in F» but it obviously is not irreducible.

Just as the set of integers modulo a prime is a field, so is the set of polynomials modulo an irreducible
polynomial:

Theorem 1.5.1. Let E(X) be an irreducible polynomial with degree = 2 over F,, p prime. Then the set of
polynomials inF,[X] modulo E(X), denoted by F X1/ E(X), is a field.

The proof of the theorem above is similar to the proof of Lemmal[l.4.6] so we only sketch the proof
here. In particular, we will explicitly state the basic tenets of [, [X]/E(X).

* Elements are polynomials in [, [X] of degree at most s—1. Note that there are p*® such polynomials.

e Addition: (F(X)+ G(X)) mod E(X) = F(X) mod E(X) + G(X) mod E(X) = F(X) + G(X). (Since
F(X) and G(X) are of degree at most s — 1, addition modulo E(X) is just plain simple polynomial
addition.)

e Multiplication: (F(X)-G(X)) mod E(X) is the unique polynomial R(X) with degree at most s —1
such that for some A(X), R(X) + A(X)E(X) = F(X) - G(X)

» The additive identity is the zero polynomial, and the additive inverse of any element F(X) is —F(X).

* The multiplicative identity is the constant polynomial 1. It can be shown that for every element
F(X), there exists a unique multiplicative inverse (F(X)) .

For example, for p=2and E(X) =1+ X + X2, Fo[X1/(1 + X + X?) has as its elements {0,1, X, 1 + X}.
The additive inverse of any element in F,[X]/(1+ X + X?) is the element itself while the multiplicative
inverses of 1, X and 1 + X are 1,1 + X and X respectively.

A natural question to ask is if irreducible polynomials exist. Indeed, they do for every degree:

Theorem 1.5.2. For all s =2 and [, there exists an irreducible polynomial of degree s over F,. In fact, the

N
number of such irreducible polynomials is © (%)

Note that the above and Theorems and [[L5.Jlimply that we now know how any finite field can
be represented.

12The result is true even for general finite fields F4 and not just prime fields but we stated the version over prime fields for
simplicity.
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1.5.3 Diversions: Why polynomials are da bomb

We conclude this section by presenting two interesting things about polynomials: one that holds for all
polynomials and one for a specific family of polynomials.

The degree mantra
We will prove the following simple result on polynomials:

Proposition 1.5.3 ("Degree Mantra"). A nonzero polynomial f(X) over[F of degree t has at most t roots in
F.

Proof. We will prove the theorem by induction on . If £ = 0, we are done. Now, consider f(X) of degree
t>0. Let a € F be aroot such that f(a) = 0. If no such root « exists, we are done. If there is a root a, then
we can write

fX)=X-a)gX)

where deg(g) = deg(f) — 1 (i.e. X —a divides f(X)). Note that g(X) is non-zero since f(X) is non-zero.
This is because by the fundamental rule of division of polynomials:

fX)=X-a)gX)+R(X)

where deg(R) < 0 (as the degree cannot be negative this in turn implies that deg(R) = 0) and since f(a) =
0,
f(@) =0+ R(a),

which implies that R(a) = 0. Since R(X) has degree zero (i.e. it is a constant polynomial), this implies
that R(X) =0.

Finally, as g(X) is non-zero and has degree t — 1, by induction, g(X) has at most ¢ — 1 roots, which
implies that f(X) has at most ¢ roots. O

It can be show easily that the degree mantra is tight (see Exercise[[.16). The reason the above result
is interesting is that it implies some very nice properties of Reed-Solomon codes, which we discuss next.

Back to Reed-Solomon codes

It turns out that the degree mantra implies a very interesting result about Reed-Solomon codes. Before
we do that we setup a notation: we will call a linear code with an encoding function E: F;; — F7 to be an
[m, n]4 code (for notational brevity).

Lemma 1.5.4. Let Egs be the encoding function of an [m, n]; Reed-Solomon code. Define Trs = ”%k Then
there exists a decoding function such that for every message x € Fy and error pattern e € " (where the
error pattern has at most Tgs non-zeros) on input Egs(x) + e outputsx. Further, no other code can "correct”
strictly more than Trs many errors.

The proof of the above result follows from a sequence of basic results in coding theory. Before we lay
those out we would like to point out that the decoding function mentioned in Lemma[L.5.4] can be im-
plemented in polynomially (and indeed near-linear) many operations over F,. However, this algorithm
is non-trivial so in our proof we will provide with a decoding functions with exponential complexity.

We begin with the proof of the existence of the decoding function in Lemmal[[.5.4l Towards this end,
we quickly introduce some more basic definitions from coding theory.
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Definition 1.5.6. The Hamming distance of two vector y,z € F"*, denoted by A(y,z) is defined to be the
number of locations 0 < i < n where they differ (i.e. y[i] # z[i]). The distance of a code is the minimum
Hamming distance between all pairs of codewords. The Hamming weight of a vector x € F"”* is the num-
ber of non-zero locations in x.

The following observation ties the distance of a code to its error correcting capabilities.

Proposition 1.5.5. Let the [m, nlq code corresponding to the encoding function E : F; — Fg' have distance

d. Definet = %. Then there exists a decoding function such that for every message x € Fy and error

patterne € F'™" (where the error pattern has at most T non-zeros) on input E(X) + e outputsx. Further, there
does not exist any decoding function that can correct strictly more than t errors.

The above result follows from fairly simple arguments so we will relegate them to Exercise .17}
To prove Lemmal[l.5.4} we will argue the following:

Proposition 1.5.6. An[m, n],; Reed-Solomon code has distance m —n+1.

Proof. We first claim that for any linear code (defined by the encoding function E), the distance of the
code is exactly the minimum Hamming weight of E(x) over all non-zero x € F” (see Exercise [[L.18). We
will prove the claim using this equivalent description.

Consider an non-zero "message” f € F”*. Then note that deg(Pg(X)) < n— 1. Since f (and hence Pg(X))
is non-zero, the degree mantra implies that P¢(X) has at most n — 1 zeroes. In other words ERs, (ay,a,, ) ()
will have at least m1 — (n—1) = m — n+ 1 non-zero locations. On the other hand, Exercise[I.16lshows that
there does exists a non-zero f, such that Egs (q,,a,, ;) (f) has Hamming weight exactly m — n + 1. Thus,
Exercise[I.18 shows that the Reed-Solomon code has distance m — n + 1. O

We note that Proposition [[.5.5] and [[.5.6] prove the positive part of Lemma[l.5.41 The negative part
of Lemma[L.5. 4 follows from the negative part of Proposition[[.5.5]and the additional fact that any code
that maps n symbols to m has distance at most n— m + 1 (see Exercise[[.19).

Chebyshev polynomials

We now change tracks and will talk about a specific family of code. In particular,

Definition 1.5.7. Define Ty(X) =1, T1(X) = X and for any ¢ = 2:
Tp(X)=2X -Ty1(X)— Te—(X). (1.8)

For example, T»(X) =2X? -1 and T3(X) =4X° - 3X.
Chebyshev polynomials have many cool properties but for now we will state the following:

Proposition 1.5.7. Let0 € [—n,n]. Then for any integer ¢ = 0,
Ty(cosB) = cos(£0).

Proof. We will prove this by induction on ¢. The claim for ¢ = 0,1 follows from definition of T(X) and
T1(X). Now assume the claim holds for £ — 1 and ¢ — 2 for some ¢ = 2. We will prove the claim for ¢.
To do this we will use the following well-known trigonometric inequality:

cos(A+ B) = cos Acos B ¥sin AsinB.
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This implies that we have
cos(¢0) = cos((¢ —1)0) cosO +sin((¢ —1)0) sin0
and
cos((¢ —2)0) =cos((¢ —1)0) cosf —sin((¢ — 1)0) sin 6.

Adding the two identities above, we get
cos(£0) + cos((¢ —2)0) =2cosBOcos((¢ —1)0).
The by the inductive hypothesis we have
cos(¢0) =2cosOTy_1(cosO) — Ty_»(cosB),
which along with (I.8) completes the proof. O
Proposition[[.5.7land the fact that T,(X) is a polynomial in X implies the following:

Corollary 1.5.8. Let0 € [—n,7]. Then for any integer ¢ = 0, cos(¢0) is a polynomial in cos6.

Later in the notes, we will come back to Chebyshev polynomials (and the more general orthogonal
polynomial family).

1.6 Exercises

Exercise 1.1. Prove that the set of rationals (i.e. the set of reals of the form %, where both a and b # 0 are
integers), denoted by Q, is a field.

Exercise 1.2. Prove that the set of integers Z with the usual notion of addition and multiplication forms a
ring (i.e. (Z, +,-) satisfies all properties of Definition[.T.Tlexcept the one on the existence of multiplicative
inverse for non-zero integers).

Exercise 1.3. First argue that Algorithm[Itakes O(mn) operations over F.
Also argue that for arbitrary A, in the worst-case any algorithm has to read all entries of A. Thus,
conclude that any algorithm that solves Ax for arbitrary A needs Q(mn) time[13

Exercise 1.4. Show that a function f:F"" — [ is linear if and only if there exists a matrix Ay € F**" such
that f(x) = Af-x for everyx € F".
Hint: Consider the vectors f(e;) forevery0<i < n[

Exercise 1.5. Show that there exists a decoding function Dg that given Eg (x) + e can determine ife = 0 or
e has one non-zero element.

Exercise 1.6. Argue that one can compute Eg(x) for anyx € [F;l with O(n) operations over [F».

Exercise 1.7. Let A € F**" be such that it has at most s non-zero entries in it. Then argue that one can
compute A -x with O(s) operations over [F.

Exercise 1.8. Argue that S €} is a linear subspace if and only if for every x,y € S, x+y€ S.

Exercise 1.9. Argue that the matrix G, has full rank over F».

13This also implies Q(mn) operations for any reasonable model of arithmetic computation but we'll leave this as is for now.
146, € F" are vectors that are all 0s except in position i, where it is 1.
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Exercise 1.10. Prove Proposition[L.4.2]
Hint: Use Exercise[[4}

Exercise 1.11. Prove Proposition[[.4.3]
Hint: Exercise[[3would be useful.

Exercise1.12. Show that F,, is a special case of a Vandermonde matrix.

Exercise 1.13. Show that for any Vﬁf) where a has all of its m values being different has full rank.
Hint: Let N = min(n, m). Then prove that the sub-matrix VE”O‘"

N »aN-1) has determinant MY Hos<jzi<n(ai — aj).
Exercise 1.14. Prove (7).

Exercise 1.15. Prove that 1+ X + X? is the only irreducible polynomial of degree 2 over [F5.

Exercise 1.16. For every ¢ = 1 and field F of size at least ¢, show that there exists a polynomial with exactly
t (distinct) roots. Further, this is true even if the roots have to be from an arbitrary subset of F of size at
least ¢.

Exercise 1.17. Prove Proposition[I.5.5]
Hint: For the existence argument consider the decoding function that outputs the codeword closest to E(x) +e. For
the negative result, think of an error vector based on two codewords that are closest to each other.

Exercise 1.18. Let the encoding function of an [m, n], linear code be E. Then prove that the distance of
the code is exactly the minimum Hamming weight of E(x) over all non-zerox € F".
Hint: Use the fact that A(y, z) is exactly the Hamming weight of y — z.

Exercise 1.19. Argue that any code with encoding function E : [FZ - [F;”n has distance at most m —n + 1.
Hint: Let the code have distance d. Now consider the "projection” of the code where we only consider the first
n—d + 1 positions in the codeword. Can you prove a lower bound on the distance of this projected down code?
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Chapter 2

Setting up the technical problem

In this chapter, we will setup the technical problem we would like to solve. We will start off with the ‘pipe
dream’ question. Then we will realize soon enough that dreams generally do not come true and we will
then re-calibrate out ambitions and then state a weaker version of our pipe dream. This weaker version
will be the main focus of the rest of the notes.

2.1 Arithmetic circuit complexity

As mentioned in Chapter[I] we are interested in investigating the complexity of matrix-vector multipli-
cation. In particular, we would like to answer the following question:

Question 2.1.1. Given an m x n matrix A, what is the optimal complexity of computing A -x (for
arbitraryx)?

Note that to even begin to answer the question above, we need to fix our "machine model." One
natural model is the so called RAM model on which we analyze most of our beloved algorithms. However,
we do not understand the power of RAM model (in the sense that we do not have a good handle on what
problems can be solved by say linear-time or quadratic-time algorithm) and answering Question[2.1.1]
in the RAM model seems hopeless.

So we need to consider a mode restrictive model of computation. Instead of going through a list of
possible models, we will just state the model of computation we will use: arithmetic circuit (also known
as the straight-line program). In the context of an arithmetic circuit that computes y = Ax, there are n
inputs gates (corresponding to x[0],...,x[n — 1]) and m output gates (corresponding to y[0],...,y[m —1].
All the internal gates correspond to the addition, multiplication, subtraction and division operator over
the underlying field F. The circuit is also allowed to use constants from [F for "free." The complexity of
the circuit will be its size: i.e. the number of addition, multiplication, subtraction and division gates in
the circuit. Let us record this choice:

Definition 2.1.1. For any function f: F" — F™, its arithmetic circuit complexity is the minimum number
of addition, multiplication, subtraction and division operations over F to compute f(x) for any x € F”.

Given the above, we have the following more specific version of Question Z.1.T}

IThe reader might have noticed that we are ignoring the P vs. NP elephant in the room.
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Question 2.1.2. Given a matrix A € F""™", what is the arithmetic circuit complexity of computing A-x
(for arbitraryx € F"*)?

In this chapter, we will delve into the above question a bit more. However, before we proceed, let us
list what we gain from using arithmetic circuit complexity as our notion of complexity (and what do we
lose).

2.1.1 What we gained and what we lost due to Definition [2.1.1

As it will turn out, all the gains in using arithmetic circuit complexity will come from nice theoretical
implications and the (main) drawback will be from practical considerations.
We will start with the positives:

* As was mentioned in Section[[.3.2] we are interested in solving Question Z.1.2]for both finite and
infinite fields. Using arithmetic circuit complexity allows us to abstract out the problem to general
fields. Indeed many of the results we will talk about in these notes will work seamlessly for any
field (or at least for large enough fields).

» As we will see in Chapter[d] the arithmetic circuit view is useful in that it allows us to prove ‘meta-
theorems’ that might have been harder (or not even possible) to prove in a more general model.

* As we will see shortly, the arithmetic circuit complexity view allows us to talk about a concrete
notion of optimal complexity, which would have been harder to argue with say the RAM model.
In particular, this allows us to characterize this complexity in a purely combinatorial manner (in-
stead of stating the optimal complexity in a purely computational manner), which is aesthetically
pleasing.

* For finite fields F,;, we can implement each basic operation over F, in O(logg) in say the RAM
model (see Exercise 2.I). In other words, when the fields are polynomially large in mn, this is not
an issue.

* (This is more of a personal reason.) The author personally likes dealing with abstract fields and
not having to worry about representation and numerical stability issues especially when dealing
with R or C.

The main disadvantage is the flip side of the last point:

* Ignoring representation and (especially) numerical stability issues generally spells doom for prac-
tical implementation of algorithms developed for arithmetic circuit complexity.

Given the above (biased set of) pros and cons, we will stick with arithmetic complexity and note that
even though for practical implementations (over R or C) algorithms designed for the arithmetic circuit
complexity, they can still be a good starting point to then adapt these generic algorithms to handle the
real issues of numerical stability over R or C. Of course from a theoretical point of view, it still makes
sense to talk about arithmetic circuit complexity over R or C.
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2.2 What do we know about Question 2.1.2]

We now recall what we already know about Question 2.1.2] thanks to what we already covered in Chap-
ter[T

* If we want to answer Question 2Z.I.2] but in the worst-case sense (i.e. figure out the optimal com-
plexity over all matrices in F*"), then the answer is @(mn) (see Section[T.2).

¢ On the other hand, if we know more about the matrix A, then we can do better. For example, if we
know that A is s-sparse (i.e. it has at most s non-zero entries), then the answer is ©(s + n). (For the
upper bound, see Exercise[I.7l The lower bound will follow from Exercise[2.2])

The above two extremes provides more justification for why we stated Question[2.1.2]in the manner
we did: the first items above shows that worst-case complexity is not that interesting, and the second
item shows that it is possible to have a better result for certain sub-classes of matrices. However, pay
close attention to what Question[2.1.2]is asking: we are seeking to completely characterize the complexity
of matrix vector multiplication just based on matrix A—i.e. we are looking for the ultimately per-instance
guarantee.

At this point, some of you might be up in arms or wondering what the author is smoking since
this looks like a "pipe dream." If so, you would be mostly right- we're not going to get any close
to satisfactorily resolving Question in its full generality. But this quest will fall into the ‘the
journey is more important than the destination’ cliche: along the way we will discover some really
nice results.

2.2.1 Representation Issues

Before we proceed further with Question[2.1.2] let us pause and consider the issue of how we represent
the matrices A. If we insist that the input to our algorithm has to be an m x n matrix, then there is not
much hope in improving upon the Q(mn) complexity (a similar argument to that of Exercise[I.3]will still
work). In other words, we need a way to represent matrices that allow for o(mn) complexity for matrix-
vector multiplication. Here is a general way to do this:

Consider a compression function f : F™*" — F* and a decompression function D : F* — F™*", In
other words, C(A) for any A € F"**" is a compressed version of A and we can assume that our algo-
rithm is given C(A) and x as its inputs.

In the most general case both (C, D) can depend on A. However, this turns out to be very unwieldy to
handle so we will instead focus on families of matrices that are defined by a given (C, D) pair of compres-
sor and decompressor. For example, for sparse matrices the compressor would be an algorithm that for
every non-zero entry A[i, j] outputs an entry (i, j,Ali, j]) in the output (and the decompressor does the
obvious reverse process).

Now consider a given compressor C : F”**" — [F*: i.e. the compressed version is of size s. We first note
that for such a family of matrices, the best complexity one can hope for is O(s) (see Exercise2.2). So now
our next goal is:
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Question 2.2.1. What is the most general class of compressors we can design for which we can say
something interesting about the corresponding complexity of matrix-vector multiplication?

We will start off with a very natural notion of compression, which surprisingly will turn out to be
powerful enough to capture Question[2.1.2]in its full generality (though only for very very large fields).

2.2.2 Linear circuit complexity

The main idea here is instead of considering the general arithmetic circuit complexity of Ax, let us con-
sider the linear arithmetic circuit complexity. A linear arithmetic circuit only uses linear operations:

Definition 2.2.1. A linear arithmetic circuit (over F) only allows operations of the form a X + Y, where
a, B € F are constants while X and Y are the inputs to the operation. The linear arithmetic circuit com-
plexity of Ax is the size of the smallest linear arithmetic circuit that computes Ax (where x are the inputs
and the circuit depends on A). Sometimes we will overload terminology and the linear arithmetic circuit
complexity of Ax as the linear arithmetic circuit complexity of (just) A.

We note that while the above is stated as a circuit to compute Ax, it also is a compressor for A (see
Exercise2.3).

We first remark that the linear arithmetic circuit complexity seems to be a very natural model to
consider the complexity of computing Ax (recall this defines a linear function over x). In fact one could
plausibly conjecture that going from general arithmetic circuit complexity to linear arithmetic circuit
complexity of computing Ax should be without loss of generality (the intuition being: "What else can
you do?").

It turns out that for infinite fields, the above intuition is correct:

Theorem 2.2.1. LetF be an infinite field and A € F™*". Let € (A) and €L (A) be the arithmetic circuit com-
plexity and linear arithmetic circuit complexity of computing Ax (for arbitraryx). Then €*(A) = © (€ (A)).

We defer the proof of Theorem 2. 2.T]till later.

We first make some observations. First, it turns out that Theorem[2.2.Tlcan be proved for finite fields
that are exponentially large (see Exercise[2.4). Second, it is a natural question to try and prove a version
of Theorem [Z.ZT]for small finite fields (say over F»). This question is very much open:

Open Question 2.2.1. Prove (or disprove) Theorem[2.21] for [F,.

Next, we take a detour to talk about derivatives, which will be useful in proving Theorem 2.2.1] (as
well as in Chapter[4).

(Partial) Derivatives

It turns out that we will only be concerned with studying derivatives of polynomials. For this, we can
define the notion of a formal derivative (over univariate polynomials):

Definition 2.2.2. The formal derivative Vx () : F[X] — F[X] as follows. For every integer i,
Vyx (X") . XL
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The above definition can be extended to all polynomials in F[X] by insisting that Vx (-) be a linear map.
That is for every a, f € F and f(X), g(X) € F[X] we have

Vx (af(X)+Bg(X)) = aVx (f(X))+BVx (g(X)).

We note that over R, the above definition when applied to polynomials over R[X] gives the same
result as the usual notion of derivatives.

We will actually need to work with derivatives of multi-variate polynomials. We will use F[ X3, ..., X;,]
to denote the set of multivariate polynomials with variables X, ..., X;;;. For example, 3XY + Y2+1.5X374
is in R[X, Y]. We extend the definition of derivatives from Definition to the following (which also
called a gradient)

Definition 2.2.3. Let f(Xj,..., X;) be a polynomial in F[X},..., X;;]. Then define its derivative as (where
we use X = (Xj,..., X;) to denote the vector of variables):

Vx (fX) = (Vx, (fX),.... Vx, (fX)),

where Vy, (f(X)) we think of f(X) as being a polynomial in X; with coefficientsin F[X;,..., X;_1, Xj+1,..., Xul.
Finally note that Vy, (f(X)) is again a polynomial and we will denote its evaluation at a € F" as
Vx; (fX),,- We extend this notation to the gradient by

VX (f0) = (Vx, (F00) oo, Vi, () )
For example
Vx,y (3XY +Y?+15X°Y*) = (3Y +4.5X*Y% 3X +2V +6X°Y?).
We will use the fact that the derivative above satisfies the product rule:

Lemma 2.2.2. For any two polynomials f(X), gX) € F[X], it holds that
Vx(FX)-gX) = fX)-Vx (gX) +gX) - Vx (fX).

The proof pretty much follows from definition: see Exercise[Z.5]

Why multivariate polynomials?

Before we dive into the proof of Theorem 2.2.1] we state an obvious connection between an arithmetic
circuit with addition, subtraction and multiplicatior@ and multivariate polynomials.

Proposition 2.2.3. Consider an arithmetic circuit (with addition, subtraction and multiplication) € that
computes Ax for A € F"™*" and x € F"*. Then every gate g in € computes a function g(x). Further, if one
thinks ofx[i] as variable X;, then g(Xy, ..., Xn—1) is a multivariate polynomial in F[ Xy, ..., X;—1].

The above follows from a straightforward inductive argument and is left to Exercise[Z.6l

2Note there is no division.
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Proof of Theorem[2.2.1]

Proof. We first note that by definition, 6 (A) < ¢*(A) for any matrix A € F*". For the rest of the proof, we
will argue that given a general arithmetic circuit for €4 to compute Ax, we can compute a linear circuit
chL that only has a constant factor many gates. We will make the assumption that 64 does not have any
division gate

For the rest of the proof we will use x € F” to denote the input vector and X to denote the vector of
variables Xj,..., X;—1 (where think of X; corresponding to the input symbols x[i]). Let y = Ax and let
Y;(X) correspond to the polynomial representing the output gate for y[i] (by Proposition such a
polynomial exists). We first claim that Y;(X) is a linear polynomial (i.e. of the form Z;?:‘()l c; X;) H

Given that Y;(X) is a linear polynomial, we have that

ylil = (Vx (Yi(X))0,X) . 2.1)

Indeed, by Exercise [2.9] we have that V;(X) = Z;.:éA[i,j] - X; and hence we have Vx; (YiX) = Ali, jl,
which implies the aboveld Next we will argue how we can convert the general arithmetic circuit €, into
an equivalent linear arithmetic circuit by induction on the size of the circuit (i.e. the number of gates).
In particular, we will argue that any sub-circuit of 65 with size s is equivalent to a linear circuit of size s.

Consider the base case of each output gate is just an input gate X;. In this case the argument is trivial.
For the inductive argument pick any 0 < i < m such that the output y[i] is computed at a non-trivial gate.
We have three cases to consider:

* Case 1: The output gate is an addition operator. That is,
ViX) = fX) + gX.
In this case since the derivative is a linear operator, we have
Vx (Y (X))o = Vx (£ X))  + Vx (8(X)) -

In other words, we have
(Vx (Y;00)10,%) = (Vx (£00),0,) + ( Vx (€(X)) 0, ) . 22)

Inductively, we know that both <Vx (f (X))Io,x> and <VX (g(X))lo,x> can be computed with linear
circuits of the same size as needed to compute f(X) and g(X). Since we only need one linear oper-
ator to compute (2.2), induction completes the proof in this case.

* Case 2: The output gate is a subtraction operator. The argument in this case is basically the same
as in the previous one and is omitted.

* Case 3: The output gate is multiplication by a scalar a € I, i.e.

YiX)=a- fX).

3This assumption can be removed: see Exercise271
4This part uses the fact that F is infinite. Also while the statement seems "obvious," it needs a proof- see Exercise[Z9l
5The choice to evaluate Vx (Y;X)) at 0 is arbitrary: any fixed vector in F” would suffice for the proof.
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Again since the derivative is a linear operator, we have

(Vx (YiX0)j0,x) = - ( Vx (£ 0) 0,%) .

Since a € [ is a constant independent of x, we only need one linear operator to compute the above
and induction completes the proof in this case.

e Case 4: The output gate is a multiplication operator. That is,
YiX) = f(X)- gX).
Proposition implies that
Vx (Yi(X))jo = 8(0)- Vx (f X)), + f(0)- Vx (8(X)) .-
In other words, we have

(Vx (Y; (X)) j0,%) = g(0) (Vx (£(X0) 5,%) + £(0) - { Vx (€(X)),0,X) .

Again, inductively we know that both <VX (f (X))lo,x> and <VX (g(X))lO,x> can be computed with
linear circuits of the same size as needed to compute f(X) and g(X). Since both f(0) and g(0)
are constants independent on X, the above can me implemented with one linear operator. Again
induction, completes the proof.

O

2.3 Let’s march on

We now return to Question2.1.2] Note that Theorem[2.Z.Tlimplies that for infinite [, the answer to Ques-
tion[2.1.Tlis the "minimum linear arithmetic circuit complexity." Even for finite fields, it is a natural to ask
QuestionZ. T T but for linear circuit complexity. However, it seems like even though we have identified a
natural notion of complexity for computing Ax, we have not made any tangible progress towards getting
concrete bounds. Further, this notion of linear arithmetic circuit complexity is not satisfactory since it
does not seem to give an more structural information about the matrix A. It turns out that for the latter,
there is a nice equivalent combinatorial representation of this complexity: see Exercise2.10l

One natural question, given the situation above, is to ask how easy is to compute the linear arithmetic
circuit complexity of a given matrix A? It turns out that one can show it is NP-hard. One could instead
think of coming up with an approximation: i.e. coming up with a linear arithmetic circuit to compute
Ax with size at most some factor a > 1 of the optimal. It is known that it is NP-hard to do this for some
(small) constant ay < 1. The best known polynomial time algorithm achieves @ = O(n/logn). In other
words, the following is wide open:

Open Question 2.3.1. Have tighter (upper and lower) bounds on « for which one has a polynomial
time algorithm (or some hardness result) to solve the above problem.

Given the above, making direct progress on Question2.1.2lseems some way off. Hence, for the rest of
the notes, we will consider the following dual version of Question Z.1.2]
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Question 2.3.1. What is the largest class of family of matrices A € F™*" for which one can guarantee
that the (linear) arithmetic circuit complexity of Ax is o(mn). More dramatically, we would like the
complexity to be O (m + n).

In particular, for the rest of the notes, we will aim for O (m + n) complexity. Also to make our lives simpler
(and have to worry about one less parameter), we will make the following assumption:

Assumption 2.3.1. We will consider square matrices, i.e. m = n. In other words, for Question[2.3.1}
we are aiming for O (n) arithmetic circuit complexity.

2.4 What do we know about Question[2.3.1?

2.4.1 Some obvious cases

We start with some very simple conditions on A for which we can answer Question 2.3.T]in the affirma-
tive.

* We already have seem that an O(n)-sparse matrix A allows for O(n) arithmetic circuit complexity
for Ax (recall Exercise[I7). Indeed one can do this with O(n)- linear arithmetic circuit complexity
(see Exercise[2.11).

* Another well-studied case is that of low rank matrices: if A has rank O(1), then again one can
achieve O(n) linear arithmetic circuit complexity for Ax (see Exercise 2.12).

* Given the above (fairly simple) results, it seems we should modify Question[2.3.Tlto the following
one:

Question 2.4.1. What is the largest class of family of dense and full rank matrices A € F"*" for
which one can guarantee that the (linear) arithmetic circuit complexity of O (n).

We have already seen some examples of matrices for which the above is true, which we will defer to
the next subsection. But before that consider the following simpler case: let U, € F**" be defined

as
o 1 ifi<sj
Uli,jl= .
0 otherwise

For example
1 1 1
Us=(0 1 1].
0 01
It is fairly easy to see that the linear arithmetic circuit complexity of U,xis O(n) (see Exercise[2.13).
Now, we will consider some more examples where the linear complexity being O (n) is not obvious:
indeed some of the algorithms developed are some of the most influential algorithms ever designed

(even beyond matrix-vector multiplication).
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2.4.2 Some non-obvious cases

We now list a varied (and curated) list of matrices A for which answering Question[2.4.1]in the affirmative
(should) look non-obvious.

Discrete Fourier matrix

We have seen this in Section[I.4.2] (recall Definition[I.4.6land Theorem[1.4.4).

Vandermonde matrix

We have seen this in Section (recall Definition and its matrix-vector linear arithmetic circuit
complexity is O(nlog? n)- see Chapter[3).

Boolean Hadamard matrix

Consider the following matrix:

Definition 2.4.1. Let n = 2" and we index each row and columns as vectors in {0, 1}'". Then consider the
matrix (where i,j € [F;”):
H,,[i,j1 = (i.j).
Note that we have defined the matrix over [, but you might have seen it defined equivalently over
R, where the (i,j)’th entry is given by (~1)$4) . 1t can be shown that this matrix has rank 2™ — 1 (see
Exercise 2.14]

The following result is known:

Theorem 2.4.1. One can computeH, X for anyx € F} with linear arithmetic circuit complexity of O(nlogn).

Toeplitz matrix

Consider the following matrix:

Definition 2.4.2. Arbitrarily fix A[i,0] and AJ0, j] for every 0 < i, j < n. Then the rest of the entries are
defined as
Tuli,jl=Tuli-1,j-1].

It can be shown that this matrix has full rank (under certain conditions- see Exercise[2.15).
The following result is known:

Theorem 2.4.2. One can computeT,,X for anyx € F" with linear arithmetic circuit complexity of O(nlog® n).

Cauchy matrix

Consider the following matrix:
Definition 2.4.3. Arbitrarily fix s, t € F” such that for every 0 < i, j < n, s[i] # t[j], s[i] # s[j] and t[i] # t[]]
and
Culi, jl= ——7.
I ST
It can be shown that this matrix has full rank (see Exercise[2.16).
The following result is known:

Theorem 2.4.3. One can computeC,X for anyx € F" with linear arithmetic circuit complexity of O(nlog® n).
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Discrete Chebyshev matrix

Consider the following matrix:

Definition 2.4.4. Arbitrarily fix ay, ..., a,—1 € F" such that for every 0 < i, j < n, we have
Culi, j1 = Ti(a)),

where T;(X) is the i’th Chebyshev polynomial (see Definition [[.5.7).

It can be shown that this matrix has full rank (see Exercise[2.171
The following result is known:

Theorem 2.4.4. One can computeC,,x for anyx € F* with linear arithmetic circuit complexity of O(nlog?® n).

What'’s the point here?

A natural question to ask is why we listed the matrices that we did in this section. The first answer is
that they are all mathematically pleasing. Second (and perhaps most importantly), these matrices have
found uses in practice (and in theory) and are very well-studied matrices. Indeed, a lot of work over
the years have gone into arguing the theorems about the linear arithmetic circuit complexity of doing
matrix-vector multiplication for such matrices. These algorithm can look a bit ad-hoc, though curiously
they all ultimately reduce to Theorem[I.4.4] A natural question to ask is

Question 2.4.2. Is it possible to show that all the matrices that we have seen in this chapter have O (n)
linear arithmetic circuit complexity of computing the corresponding matrix-vector multiplication via
a single algorithm?

By the end of these notes, we would have answered this question in the affirmative (and then some).

2.5 Exercises

Exercise2.1. Argue that adding, subtracting, multiplying and dividing two elements in F; can be done in
O (log q) time.

Hint: For multiplication and division, for now assume that one can multiply and divide two polynomials of degree
d over IF can be done with O (d) operations over F. We will argue these claims in Chapter[3}

Exercise 2.2. Assume that we fix a family of matrices in F"*" that can be presented with s parameters
from F. Then any algorithms that computes Ax for worst-case x € F”* and worst-case A from the chosen
family has arithmetic complexity Q(s).

Hint: Generalize the argument for Exercise[[.3]

Exercise2.3. Let € be an arithmetic circuit that computes Ax for arbitrary x. Then € is a compressor for
A
Hint: Try to evaluate € in special inputs.

Exercise 2.4. Prove Theorem[Z2Z.Ilfor finite field of size at least 22",
Hint: Define an appropriate notion of formal derivative over finite fields and then re-do the proof over infinite
fields. Do you see where you need the field size to be exponentially large?
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Exercise2.5. Prove Lemmal[2.2.7]
Exercise 2.6. Prove Proposition[Z.2.3]

Exercise 2.7. Prove Theorem 2.2.1] for the most general case when arithmetic circuits can have division
gates.

Exercise2.8. Let f(Xp, X1,..., Xm) is a polynomial such that f(X) has degree < d in each X;. The consider
the following univariate polynomial:

k)= f(y,v4,...,v4"),

i.e. the polynomial obtained by substituting each X; by vy, Argue that there is a one of one correspon-
dence between a polynomial f(X) and its corresponding Kronecker substitution fx(Y). In particular, f(X)
is a non-zero polynomial if and only if f.(Y) is.

Exercise 2.9. Argue that the polynomial Y;(Xj,..., X,-1) defined in proof of Theorem 2.2.1] is a linear
polynomial. In particular, it is exactly the linear polynomial }_ 7:_& Ali, j1- X;.
Hint: Use Exercise[Z8land the degree mantra.

Exercise2.10. Prove that for any matrix A € F™*"*, spw(A) (to be defined shortly) is the same up to constant

factors of the linear arithmetic complexity of A plus the number of non-zero rows of A.

In the rest of the exercise, we will define spw(A). First, we define the notation of a factorization of A,
which is a sequence of matrices A; € F¥i*ki-1 for 1 < i < p for some integer p = 1 such that ky = n and
ky = m with

A=A, A, --Az-A.
A proper factorization has the additional constraint that none of the A; (except for i = p) has a zero row
and none of the A; (except for i = 1) has a zero column. The sparse product width of a factorization is
defined as

p p-1
spw(Ar,...,Ap) = Y Aillo— Y ki,
i=1 i=1

where M|y denotes the sparsity of M (i.e. the number of non-zero elements in M). Finally, spw(A) is
defined as the minimum of spw of any proper factorization of A.

Exercise 2.11. Let A € F™*" be such that it has at most s non-zero entries in it. Then argue that Ax has
linear arithmetic circuit complexity of O(s).

Exercise 2.12. Let A € F**" be such that it has rank r. Then argue that Ax has linear arithmetic circuit
complexity of O(r n).

Hint: First prove that A has rank r if and only if there exists matrices G,H € F**” such that A= G-H” and then use
it.

Exercise2.13. Show that the linear arithmetic circuit complexity of U,x is O(n).

Exercise2.14. Show that H,,, has rank 2" — 1.

Exercise2.15. Consider the following special case of Toeplitz matrix called the circulant matrix C € F**",
which is defined as follows. Let ¢ € F" be a vector and let C[0,:] = ¢ and every subsequent row is right
rotation of the previous row, i.e. C[i, jl=C[i—1,(j —1) mod n] forevery1 <i < n.

First argue that C is a Toeplitz matrix. Then argue that C has full rank if and only if F,,c is all non-zero.
Hint: First argue that C = F;] diag(F,c)F, and then use it to argue full rank.
Exercise2.16. Show that C,, has rank n.

Exercise 2.17. Show that C,, has rank n.
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Chapter 3

How to efficiently deal with polynomials
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Chapter 4

Some neat results you might not have heard
of

In this chapter, we will present two results related to matrix-vector multiplication that are very natural
but you might not have heard about. As a bonus, these results also highlight why choosing arithmetic
circuit complexity can provide a nice lens with which one can prove interesting ‘'meta theorems.’” Finally,
we will mention some other popular linear algebra operations that are related to matrix-vector multipli-
cation but unfortunately have been given very little real estate in these notes.

4.1 Backto (not so) deep learning

To motivate the first ‘meta theorem’ (which actually holds for any arithmetic circuit and not just those
computing Ax), we go back to the single layer neural network that we studied earlier in Section[I.3.2] In
particular, we will consider a single layer neural network that is defined by

y=g¢gW-x), 4.1)

where We F*" and g :F” — F"" is a non-linear function. Further,

Assumption 4.1.1. We will assume that non-linear function g :F™ — F'™ is obtained by applying the
same function g :F — F to each of the m elements.

In other words, is equivalently stated as for every 0 < i < m:
ylil = g (W[i,:],x)).

Recall that in Section[I.3.2] we had claimed (without any argument) that the complexity of learning
the weight matrix W given few samples is governed by the complexity of matrix-vector multiplication for
W. In this section, we will rigorously argue this claim. To do this, we define the learning problem more
formally:

Definition 4.1.1. Given L training data (y\©,x*)) for ¢ € [L], we want to compute a matrix W € R"*" that
minimizes the error
2

L
= <)
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Note that in the above the training searches for the 'best’ weight matrix from the set of all matrices
in R™*"*, However, we are interested in searching for the best weight matrix with a certain class[] To
abstract this we will assume that

Assumption 4.1.2. Given a vector € F° for some s = s(m, n) such that the vector 8 completely speci-
fies a matrix in our chosen family. We will use Wy to denote the class of matrix family parameterized
by 6.

For example, if s = mn, then we get the set of all matrices in F”*"*. On the other hand, for say the Vander-
monde matrix (recall Definition[I.4.7), we have s(m, n) = m and 0 = («y, ..., a,;_1) for distinct a;’s. Given
this, we generalize Definition 4. 1.T]

Definition 4.1.2. Given L training data (y([ ) x¢ )) for ¢ € [L], we want to compute the parameters of an
m x n matrix @ € R*"™" that minimizes the error
L 2
0= sl <)
=1 2
While there exists techniques to solve the above problem theoretically, in practice Gradient Descent
is commonly used to solve the above problem. In particular, one starts off with an initial state @ = 8¢ €
R°® and one keeps changing 0 is opposite direction of Vg (E(@)) till the error is below a pre-specified
threshold (or one goes beyond a pre-specified number of iterations. AlgorithmPlhas the details.

Algorithm 2 Gradient Descent
INPUT: n>0ande>0

OuTPUT: O
1: i<—0
2: Pick @y > This could be arbitrary or initialized to something more specific
3: WHILE |E(0;)| =€ DO > One could also terminate based on number of iterations
4 0i.1—0;—n-(Vg(E@))p, > 7 is the 'learning rate’
5: i—i+1
6: RETURN 0;

4.1.1 Computing the gradient

It is clear from Algorithm 2] that the most computationally intensive part is computing the gradient.
We first show that if one can compute a related gradient, then we could implement Algorithm 2l In
Section [4.2] we will show that this latter gradient computation is closely tied to computing Wx. We first
argue:

Lemma 4.1.1. If for everyz € R™ and u € R", one can compute (Vg (z' Wou)),, for anya € R* in T1(m, n)
operations and Wu in T>(m, n) operations, then one can compute (Vg (E(0))),, for a fixed 8y € R® in
O(L(Ty(m, n) + T>(m, n))) operations.

1The hope here is that this class would be restricted enough so that computing Wx would be efficient but the class would be
expressive enough to capture 'interesting’ functions. We will ignore the latter aspect completely in these notes.
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Proof. For notational simplicity define
W=Wp,

and

0 =}y

Fix ¢ € [L]. We will show that we can compute Vg (E, (0))|90 with O(T; (m, n)+ T>(m, n)) operations, which
would be enough since Vg (E(0)) = 255:1 Vo (E¢(0)).
For notational simplicity, we will use y,x and E(8) to denote y\©,x'*) and E, () respectively. Note that

E®) = |ly-gWo x|

Z(y[l (nilwe[i,j]x[j]))z.

j=0

Applying the chain rule of the gradient on the above, we get (where g’(x) is the derivative of g(x)):
m-—1 n-1 -
Vo(E@)=-2) (y[i] - g(Z Wa[i,j]x[j])) (Z Woli, jIxI 11) Y (Vo (Wali, j1)x[/1). 4.2)
i=0 j=0 j=0 j=1
Define a vector z € R such that forany 0 < i < m,
z[i] = —-2(yli] - g KWI[i,:],x))) g’ (WI[i,:],x)).

Note that once we compute Wx (which by assumption we can do in T, (m, n) operation, we can compute
z with O(T»(m, n)) operatlonsg Further, note that z is independent of 6.
From (4.2), we get that

m—1 n—1
Vo (E@))jg, =2 Y. (vlil - g (WIi,:1,%) g (WIi,:1,%)) Y (Vo (Wali, j1) g, -X.,1)
i=0 j=0

-1 n-1

m
= Y 2lil- Z (vg Woli, j1),q, x[]])

n-1
Vo ( z[i]- ZW@ i,jl- X[]]))
25

=0

=(Ve(z ng))

In the above, the first equality follows from our notation that W = Wy, the second equality follows
from the definition of z and the third equality follows from the fact that z is independent of 8. The proof
is complete by noting that we can compute (Vg (zTng))le0 in T} (m, n) operations. O

Thus, to efficiently implement gradient descent, we have to efficiently compute (Vg (zTng))w0 for
any fixed z € R™ and x € R". Next, we will show that the arithmetic complexity of this operation is the
same (up to constant factors) as the arithmetic complexity of computing z/ Wx (which in turn has com-
plexity no worse than that of computing our old friend Wx). In the next section, not only will we show
that this result is true but it is true for any function f : R® — R. As a bonus, we will present a simple (but
somewhat non-obvious) algorithmic proof.

2Here we have assumed that one can compute g(x) with O(1) operations and assumed that T>(m, n) = m.
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4.2 Computing gradients very fast

In this section we consider the following general problem:

¢ Input: Function an arithmetic circuit ¢ that computes a function f : F°* — F and an evaluation
pointa € S,

* Output: Vg (f(8)),,-

Recall that in the previous section, we were interested in solving the above problem for the function
f2x(0) = 2" Wox where Wy € F*", z € F* and x € F".

The way we will tackle the above problem if given the arithmetic circuit € for f(8), we will try to
come up with an arithmetic circuit 6’ to compute Vg (f(8)). We first note that given a fixed 0 < £ < s, it
is fairly easy compute a circuit €, that on input a € F* computes Vg (f (0))| 2 With essentially the same
size (see Exercise[d.]]l In particular, the most natural way to do this is to follow a similar argument that we
used in the proof of Theorem[Z.Z1l This implies that one can compute Vg (f(0)) with arithmetic circuit
complexity O(m-|€|) (where |€| denotes the size of €).

We will now prove the Baur-Strassen theorem, which states that the gradient can be computed in the
same (up to constant factors) arithmetic circuit complexity as evaluating f.

Theorem 4.2.1 (Baur-Strassen Theorem). Let f : F* — F be a function that has an arithmetic circuit €
such that given 6 € F* it computes f(@). Then there exists another arithmetic circuit €' that computes for
any givena € [, the gradient Vg (f(8)) |a- Further,

1€’ < O(€)).

Before we prove Theorem [4.2.T] we recall the following version of chain rule for multi-variable func-
tion.

Lemma4.2.2. Let f :F* —F be a function composition of a polynomial g € F[Hy, ..., Hy] and polynomials
h; eF[Xy,...,X,] foreveryie [k], ie.

fX)=ghX),..., hX).

Then for every0 < ¢ < s, we have
k
Vx, (fX) =) Vu, (gH,..., HY) Vx, (hjX).
j=1

We note that over R the above is known as the high-dimensional chain rule (and it holds for more
general classes of functions). It turns out that if g and #&; are polynomials, then the high-dimensional
chain rule pretty much follows from Definition 2.2.2]- see Exercise[d.2).

We are now ready to prove Theorem 2.1t

Proof of Theorem[4.2.1l For simplicity, we will assume that 6 does not have any division operatorﬁ
For notational simplicity, let us denote the inputs to the function f by ©,,...,0;. By Proposition2.2.3]
we have that any gate g in the arithmetic circuit corresponds to a multi-variate polynomials g(0,,...,0;) €

3The proof can be extended to include division- see Exercise[&3
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F[Oy,...,0;]. By overloading notation, let us denote the output gateﬂ by f and the corresponding poly-
nomial by f(0©y,...,0).

Consider an arbitrary gate g and all the gates h;,..., hj that g feeds into (as an input gate). Then note
that we can think of f as

f(o) = f(hl(Gya))~-~r hk(G,B),e),

where we think of G as a new variable corresponding to the gate g. In other words, consider the new
circuit where g is an input gate (and we drop all the wires connecting the input gates of g to g)ﬁ

The main insight if to them apply the (high-dimension) chain rule to (£.2). In particular, note that
Lemmald.2.2]implies that

k
Ve (f(O1,...,00) = Y Vg (hi(g,01,...,05)-Vy, (f(Or,...,0y).
i=1

In other words, one can compute the derivative of the final output gate with respect to any gate g in
terms of the derivative of f with respect to the ‘parent’ functions of g. Thus, if we start from the output
gate (and note that V¢ (f) = 1) and move backwardsto the input gate ©;, we get Vg, (f)-i.e. the after this
process is done the gradient ‘resides’ at the input gates. Finally, we exploit the fact that € is an arithmetic
circuit to pin down the derivative for parents of g with respect to g. In particular, for any i € [k]:

ifhi=a-g+p &
Vg(h,-)={(f ifhy=a ;ir+/3 gi w3
& ifhi=g-g

where the two inputs to the operation at gate h; are g and g;. The full details are in Algorithm[Bl Tt is

Algorithm 3 Back-propagation Algorithm

INPUT: € that computes a function f: F* — F and an evaluation pointa e F*
OuTpPuT: Vg (f (@),

1: Let o be an ordering of gates of € in reverse topological sort with output gate first > This is possible
since the graph of € is a DAG

2: WHILE Next gate g in ¢ has not been considered DO

3 Let the parent gates of g be hy, ..., hi > k = 0 is allowed and implies no parents

4 IF k =0 THEN

5 digl—1

6:  ELSE

7 digl =0

8: FOR i € [k] DO

9: d(g] —dIg]+Vg(hi)a > Use (4.3)

10: RETURN (d[O;])p<i<s

not too hard to argue that (i) Algorithm Bis correct (see Exercise [4.5), (ii) it implicitly defines an arith-
metic circuit ¢’ that computes Vg ( f (0)) (see Exercise [.6) and (iii) |€’| < 5|%€| (see Exercise [4.7). This
completes the proof. O

4Recall that f(6) € F so we will have only one output gate.
5See Exercise[@Alfor more on this claim.
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4.2.1 Automatic Differentiation

It turns out that Algorithm Bl can be extended to work beyond arithmetic circuits (at least over R). This
uses that fact that the high dimensional chain rule (Lemmal4.2.2) holds for any differentiable functions
g, hi,..., hr. In other words, we can consider circuits that compute f where each gate computes a dif-
ferentiable function of its input. In other words, given a circuit for f with ‘reasonable’ gates, one can
automatically compile another circuit for its gradient. This idea has lead to the creation of the field of
automatic differentiation (or auto diff) and is at the heart of many recent machine learning progress. (In
particular, those familiar with neural networks would notice that Algorithm []is the well-known back-
propagation algorithm (and hence the title of Algorithm [3B). However, for these notes, we will not need
the full power of auto diff in these notes.

4.3 Multiplying by the transpose

We first recall the definition of the transpose of a matrix:

Definition 4.3.1. The transpose of a matrix A € F”**"*, denoted by A” € F**™ is defined as follows (for any
O<i<nO0=sj<m
AT[i, j1=Alj, il.

It is natural to ask (since the transpose it so closely related to the original matrix):

Question 4.3.1. Is the (arithmetic circuit) complexity of computing ATx related to the (arithmetic
circuit) complexity of computing Ax for every matrix A € F™*""2 E.g. are they within O (1) of each
other?

We will address the above question in the rest of this section. Before we provide a general answer, let us
consider some specific examples.

4.3.1 Some examples

Let us consider the matrix Ag € [Fé”“)x" corresponding to (L3). We saw that Ax for any x € F” can be

computed with n operations over F,. Now consider AL. For example, here is the transpose for 7 = 3:
1 0 01
Al={o 1 0 1
0 011

More generally each row in Ag with have exactly two ones in it, which again can be computed with n
operations over .

In fact, a moment’s reflection reveals that for an s-sparse matrix A € F”**", one can compute A’y for
any y € F with O(s) (linear) arithmetic operations. This matches the bound for Ax (see Exercises [I.7]
and[2.17).

As another general class consider the case when A € F**" has rank r. Then since A” also has rank r,
it implies that one can compute A’y for any y € F” with O(rn) linear arithmetic complexity as well.

We should now start thinking about dense full rank matrices that we have seen so far. We start with
the discrete Fourier matrix F,, (recall Definition [[L4.6). In this case note that F,Tl = F, and hence (very
trivially) computing F.y has the same arithmetic complexity as computing F,x.
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The next non-trivial example we considered is the Vandermonde matrix (recall Definition[I.4.7). This
probably the first example that might give us pause and let us wonder if there is any hope of answer-
ing Question A.3.T]in the affirmative. Indeed, it turns out that one can also compute the multiplication
of the transpose of the Vandermonde with an arbitrary vector can be done with arithmetic complexity
O(nlog? n) (which matches the complexity of Tx (see Chapter[3)).

And after that close shave, we mention that indeed for all the dense full rank matrix A that we have
considered in these notes so far the arithmetic complexity of computing Ax is the same (up to some
constant factors) as computing A’y.

4.3.2 Transposition principle

It turns out that the ‘co-incidences’ of the arithmetic complexity of ATy matching that of Ax is not a
co-incidence. In particular, it turns out that the answer to Question[4.3.1]is an emphatic yes:

Theorem 4.3.1 (Transposition Principle). Fixa matrixA € F"™*" such that there exists an arithmetic circuit
of size s that computes Ax for arbitrary x € F". Then there exists an arithmetic circuit of size O(s + n) that
computes Ay for arbitraryy € F".

The above result was surprising to the author when he first came to know about it. Indeed, the
author could have saved more than a year’s worth of plodding while working on the paper [I]. For
whatever reason, this reason is not as well-known. One of the reasons to write these notes was to
shine more light on this hidden gem!

One might wonder if the additive n term in the bound in the transposition principle is necessary: it
turns out that it is (see Exercise[4.8).

There exists proofs of the transposition principle that are very structural in the sense that the consider
the circuit for computing Ax and then directly change it to compute a circuit for ATyE For these notes we
will present a much slicker proof that directly uses the Baur-Strassen theorem[4.2.1] For this the following
alternate view of ATy will be very useful (see Exercise[4.9):

y'A=(aTy)". (4.4)

Proof of Theorem[Z.31l Thanks to @4), we will consider the computation of y’ A for any y € F”. We first
claim that (see Exercise d.10):
vy A= Vy (v Ax). (4.5)

Note that the function y’ Ax is exactly the same product we have encountered before in Lemma LTI
Then note that given an arithmetic circuit of size s to compute Ax one can design an arithmetic circuit
that computes y’ Ax of size s + O(n) (by simply additionally computing (y,Ax), which takes O(n) opera-
tions.).

Now, by the Baur-Strassen theorem, there is a circuit that computes Vy (yTAx) with arithmetic circuit
of size O(s + n)ﬁ Equation (4.5) completes the proof. O

6At a very high level this involves "reversing" the direction of the edges in the DAG corresponding to the circuit.

"However, earlier we where taking the gradient with respect to (essentially) A whereas here it is with respect to x.

8Here we consider A as given and x and y as inputs. This implies that we need to prove the Baur-Strassen theorem when
we onl¥ take derivatives with respect to part of the inputs- but this follows trivially since one can just read off Vy (yTAx) from
Vxy (v Ax).
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4.4 Other matrix operations

Given that we have shown that the arithmetic circuit complexity of computing Ax is essentially the same
as ATy, one should get greedy and ask for what other matrices B related to A can we show that the arith-
metic circuit complexity of computing Bz is essentially the same as computing Ax.

A very natural such related matrix is the inverse of a (full rank) matrix:

Definition 4.4.1. Let A € F”*" be a full rank matrix (i.e. with rank n). Then A~ is the unique matrix in
F™" such that
A-A'=A"1A=1,,

where I, € F"*" is the identity matrix.

Matrix inverse is a very useful matrix related to A and has numerous applications. We present one
such example. Consider the problem of solving n linear equations equations, which can be represented
as solving for

A-x=y,

where y and A are given and form the linear equations in the variables in the unknown vector x. A
(unique) solution of x exists if and only if A is full rank and is given by

x:A_l-y.

Thus, given A is the very useful to be able to quickly compute A~y for arbitrary y € F".
With the motivation out of the way, we return to our greedy ways and we ask the natural version of
Question[4.3.1t

Question 4.4.1. LetA € F"™" be of full rank. Is the (arithmetic circuit) complexity of computing A~'x
related to the (arithmetic circuit) complexity of computing Ax for every matrix A€ F"*""?2 E.g. are they
within an O (1) factor of each other?

The main issue with resolving the above question is that unlike A7, A~! seems like a completely
different beast than A. For example, A can be sparse but A~ need not be (see Exercise .11). So even the
following question is open:

Open Question 4.4.1. What is the largest class of full rank matrices in F"*" so that the arithmetic
complexity of computing A~y is within a O (1) factor of the arithmetic circuit complexity of comput-
ing Ax?

Partial answers to the above is known and we will see in ChapterBblsome reasonably large class of matrices
for which the answer to the above question is yes.

And the street is littered with unattended matrix operations

There are many matrix operations that are closely related to matrix-vector multiplication but would not
even get a mention in these notes. Not because they are not important (both theoretically and/or prac-
tically) but because we have kept the focus of these notes on the narrower problem of matrix-vector
multiplication.

However, we will conclude this chapter by considering the problem of matrix-matrix multiplication:
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Definition 4.4.2. Given a matrix A € F”"*" and B € F"**P, their product C € F"*? as follows. For every
O0<sj<p:
CL, jl=A-B[, jl.
The trivial arithmetic complexity of the above problem is O(mnp). The surprising thinég is that one
can do better for arbitrary matrices A and B. This is an extremely well-studied problem: so much so that

when m = p = n, the exponent  is defined as the smallest constant such that two n x n matrices can be
multiplied in 0O (n®) operations. However, we would like to clarify that

The results in these notes do not imply anything about the matrix-matrix multiplication problem
for arbitrary A and B.

Of course if A has an O(n) arithmetic circuit complexity for computing Ax for arbitrary then A -B for
arbitrary B has arithmetic circuit complexity of 0 (nz), which is the best possible up to a o factor

4.5 Exercises

Exercise 4.1. Given that f : F°* — F can be computed with an arithmetic circuit of size ¢, show that one
can compute for any fixed 0 < i < 5, Vg (f(0)) with an arithmetic circuit of size O(?).
Hint: Try to compute the answer from the leaves of the circuit from f to its root (like in the proof of TheoremPZT).

Exercise 4.2. Prove Lemmal4.2.2]
Hint: Use Definition[Z.2Z2land the linearity of V, (-).

Exercise 4.3. Prove Theoremd.2.T]for the most general case when % also includes the division operator.
Hint: See how one can extend the given proof of Theorem L2211

Exercise4.4. . Prove that f in proof of Theorem[.2.T]can be re-written as in (£.2).

Exercise 4.5. Argue that Algorithm[3lis correct.

Exercise 4.6. Argue that AlgorithmB]defines a circuit ¢’ for Vg (f(6)) given a circuit € for f.
Exercise 4.7. Let € and ¢’ be defined as in Exercise[.6l Then prove that

|€'| <5-|6)|.

Hint: Note that to use {3) one has to evaluate f itself first.

Exercise 4.8. Show that there exists a matrix A € F"*” such that the arithmetic circuit complexity of Ax is
zero but the arithmetic circuit complexity of ATy is Q(n).

Hint: You can assume that the inner product (w, u) for arbitrary u,w € F” has arithmetic circuit complexity of Q(n).
Can you prove this claim?

Exercise 4.9. Prove (4.4).
Exercise 4.10. Prove ([d.5).

Exercise 4.11. Show that there is an O(n)-sparse full rank matrix A € F”*” such that A~! is Q(n?) sparse.

9Well if you have made it so far into the notes, then you already know this so perhaps not as surprising.
10This is because the output size of en?).
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Chapter 5

Combining two prongs of known results

In this chapter, we return to Question[2.4.2] with the goal of talking about results from [1]. In particular,
recall the definition of the Chebyshev transform (Definition 2.4.4) and Cauchy matrix (Definition 2.4.3).
In both cases, we know how to perform matrix vector multiplication with arithmetic circuit complexity
of O (n) (recall Theorem Z.4.4land Z4.3). It turns out that Chebyshev polynomials are a special class of
orthogonal polynomials and Cauchy matrices are special cases of low displacement rank matrices. Next
we define these two special classes of matrices and then we will see how we can recover algorithms for
both with basically the same algorithm.

Before we proceed, it would be a good time to recall the equivalence between polynomials and vec-
tors (Section[L.5.1) and that between matrices and polynomial transforms (Section[L.5.2).

5.1 Orthogonal Polynomials

We start with the notion of a family of orthogonal polynomials. There are two (equivalent) definitions
of orthogonal polynomials. We begin with the "traditional" definition that also explains the moniker
"orthogonal":

Definition 5.1.1. We say that a family of polynomials py(X), p1(X),... (over R) where each p;(X) is a
polynomial of degree i is orthogonal with respect to the measure w(X) and the interval [¢, u] if for every
pair of integers i, j = 0:

u
f[ pi()pjxX)wx)dx =6; j, 6.1
where §; ; is the Kronecker delta function is defined as

1 i=j
51',]‘ = .
0 otherwise.

(There are no condition on w(X) other than that (5.I) holds.)
It turns out that the above is equivalent to the following definition (when [ = R):

Definition 5.1.2. We say that a family of polynomials py(X), p1(X),... (over F) where each P;(X) is a
polynomial of degree i is orthogonalif py(X) and p; (X) are some degree 0 and 1 polynomial respectively.
Further for every integer i = 2, there exists values a;, b;, ¢; € F such that

pi(X) = (a; X +b;)- pi-1(X) +¢; - pi-2(X). (5.2)
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Recall the definition of Chebyshev polynomials (Definition [[.5.7). Note that it fits Definition [5.1.2]
with a; = 2,b; = 0,c; = —1 for every i = 2. Further, it turns out that in the language of Definition 5.1.1]
Chebyshev polynomials are orthogonal over [-1, 1] with respect to the measure \/11_7 (see Exercise[b.1).

5.1.1 Orthogonal Polynomials transforms

Specializing the definition of polynomial transforms (Section[I.5.2) to the case of an orthogonal polyno-
mial family, we get the following:

Definition 5.1.3. Let py(X),...,P,_1(X) be the first n polynomials in an orthogonal polynomial family.
Let @y, ,a,-1 be n distinct points in F. Then the corresponding orthogonal polynomial transform A €
F"*" is defined as follows. For every 0 < i, j < n:

Ali, j1 = pi(a;).
If we define the matrix P € F”*"* to be the matrix where the ith row has the coefficients of p;(X). In
other words, if p;(X) = X _o pi,; - X/, then
Pli, jl = pi,;.

Further, note that then the corresponding orthogonal polynomial transform is given by
T
(@0;..,&p-1)
A=P- (Vo)

As we have shown in Chapter[Blthat we can compute V&f‘“ -x for any x € F” with arithmetic circuit
complexityO (n), this implies that the arithmetic circuit complexity of computing Px is the same as that
of computing Az (for arbitrary x,z € F") (up to an additive factor of O (n) (see Exercise[5.2).

Due to the above, from now on when we talk about orthogonal polynomial transforms, we will in-
stead talk about the coefficient matrix P. In particular, when we talk about computing the orthog-
onal polynomial transform (i.e. compute Ax), we will focus on the arithmetic circuit complexity of
computing Pz. It turns out that this equivalent view makes it easier to design our algorithms.

5.1.2 Fun with roots of orthogonal polynomials

It turns out that the traditional definition of orthogonal polynomials (Definition G.I.T) has some nice
implications, specifically about roots of the n’th degree polynomial. We present two of these in this
subsection.

However, before we present these results, we first present an immediate consequence of Defini-

tion 5. 1.1k

Lemma 5.1.1. Let {p; (X)}izo be a family of polynomials that is orthogonal on [¢, u] with measure w(X).
Fix any0 < d < m and let f(X) be any polynomial of degree d. Then

f[ fOpmx)w(x)dx=0.
(See Exercise[5.61)
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Orthogonal polynomials have distinct real roots
We first argue that an orthogonal polynomial of degree d has d distinct roots in R.

Lemma5.1.2. Let {p,- (X)}l.20 be a family of orthogonal polynomials on [¢, u] with measure w(X) > 0. Let
d = 0 be any integer. Then p4(X) has d distinct roots in [¢, u].

Proof. For the sake of contradiction, let us assume that p;(X) has distinct roots ay,...,a, in [¢,u]. If
m = d we are done. For the sake of contradiction, let us assume not. This implies that m < d. Indeed, if
m > d, then the degree mantra would be violated. Now consider the polynomial

paX) - [](X - ay. (5.3)
i=1

We first claim that the polynomial above never changes sign in [, u] (see Exercises[5.7). Since w(x) >0
and the polynomial in (5.3) is non-zero, we have

u m
L pax)-[](x-a)wx)dx>0.
i=1
However, the above contradicts Lemmal5.1.1} which means we have m = n, as desired. 0

Quadrature

We now state a really neat results about orthogonal polynomials, which allows us to exactly represent
certain integral involving polynomial by a discrete sum[{ particular, we will argue the following:

Theorem 5.1.3. Let {pi(X)}l.20 be a family of orthogonal polynomials on [¢, u] with measure w(X) > 0.
Then for any integer n = 0 and any polynomial f(X) of degree at most 2n — 1 the following holds. Let
ag,...,0,—1 be the rootg of pn(X). Then there exists n numbers wy, ..., W,_1 such that

u n-1
ff fOwxdx=)Y w;-f(a).
i=0
Proof. Define the weights as follows. Forany 0 <i < n:
u
wi = f A;(x)w(x)dx,
l
where A; (X) is the unique polynomial of degree n — 1 defined by (see Exercise[5.8):
Ai(aj) =6 ;. (5.4)

Let g(X) and r(X) be the unique polynomials such that

FX) =pa(X)gX) +r(X).

Note that deg(r (X)) < n— 1. Further, since deg(f (X)) <2n—1, we also have deg(q(X)) < n—1. Thus, we
have

ff(x)w(x)dx:f pn(X)q(X)w(x)dx+f r(x)wx)dx
0 l 0

1Quadrature is old-speak for integral.
2Note that Lemmal5.I2lshows that these are all distinct.
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:f r(x)w(x)dx (5.5)
¢

n

_1 u
=Y ra;) L A () w(x)dx (5.6)
i=0

1

n—1
Y wi-flay). (5.7)
i=0

In the above, follows from Lemma [5.1.T] (and the fact that deg(q(X)) < n), follows from Exer-
cise[5.9and (5.7) follows since (where below the second equality uses the fact that «; is a root of p, (X)):

flai) =palaiqa) +ra;) =r(a;).
Equation (5.7) completes the proof. O

5.2 Low displacement rank

We begin with the definition of a matrix having a displacement rank of r:

Definition 5.2.1. A matrix A € F"*" has a displacement rank with respect to L,R € F""*", if the residual
E=LA-AR

hasrank r.

We first argue that the Cauchy matrix (Definition [2.4.3) has displacement rank 1 with respect to L =
diag(so,...,Sp—1) and R = diag(%,..., t,—1), where diag(x) is the diagonal matrix with x on its diagonal.
Indeed note that in this case we have diag(s)C, — C,diag(t) is the all ones matrix (see Exercise[5.3).

Further, it turns out that V(na) for any a € F” has displacement rank 1 with respect to L = diag(a) and R
being the shift matrix as defined next (see Exercise[5.4):

Definition 5.2.2. The shift matrix Z € F"*" is defined by

. 1 ifi=j-1
Z[i,jl= .
0 otherwise.

(The reason the matrix Z is called the shift matrix is because when applied to the left or right of
a matrix it shift the row (or columns respectively) of the matrix— see Exercise 5.5l) It is known how to
compute Ax with arithmetic circuit complexity O (rn), where A has displacement rank at most r with
respect to L, R where these "operators" are either shift or diagonal matrices. We will see later on how to
recover these results (as well as prove more general results).

We now return to the matrix vector multiplication problem for the orthogonal polynomial transform
case.

5.3 Matrix vector multiplication for orthogonal polynomial transforms

Given a matrix P corresponding to an family of orthogonal polynomials {pi(X) = Z;’:O pijX i } we

i=0’
can want to efficiently compute Px for arbitrary x € F”*. Towards this end, we will use the transposition
principle (Theorem Z3.1) it suffices to bound the arithmetic circuit complexity of compute PTy. As we

shall see shortly this is a reasonably simple problem to solve.
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Indeed, the author "wasted" over a year trying to understand how to compute Px efficiently once
he and his co-authors figured out the algorithm for P”y. Again, if the transposition principle were
known, life would have been much easier.

The first thing we observe is that PTl:. Jj1is the coefficients of p;(X). In other words we can think of
the j’th column as the polynomial p;(X), like so

poX) 1 piX) 1 ppaX)|-

This means that computing Py is the same as computing
n-1

Y yljl-pjX). (5.8)
j=0

Given the above, here is the obvious algorithm to compute (5.8): However, it is not too hard to check

Algorithm 4 Naive Algorithm to compute Py

INPUT: yeF", po(X), pi(X) and a;, b;,c;i eF foreveryl<i<n

OUTPUT: Z;‘:‘(}y[j]'pj(X)

1: q(X) —yl0]- po(X) +yll]- p1(X)

2: FOR2<i<nDO

3 piX) —(ai- X+Di) pi-1(X) +¢i- pi-2(X)
4 q(X) — q(X) +ylil - pi(X)

5: RETURN ¢q(X)

that Algorithm @ has arithmetic circuit complexity ©(n?). We of course want to do better and in partic-
ular, (1) we do not want to explicitly generate all the entries of P and (2) use the fact that the {p; (X)}l.z()
for an orthogonal family to achieve (1).

For the rest of the chapter we will assume that 7 is a power of 2. This simplifies some of the expres-
sions while not affecting the asymptotic complexity.

5.3.1 Thecaseofc; =0

To improve upon the complexity of Algorithm[] let us first consider the special case when c¢; = 0 for every
i > 1. In other words for i = 2, we have

pi(X) = gi(X) - pi-1(X),
where g;(X) = a; X + b; is a linear polynomial.
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We will use a divide and conquer strategy. The obvious way to do this with the sum in (5.8) is to divide
up the sum into two equal parts, like so:

n—1 n/2—-1 n/2-1
Y oylil-pi X =Y yljl-piX)+ Y. ylj+n/2lpjenaX).
j=0 j=0 j=0

Note that the first term is exactly the same sum as in (5.8) but half the size. Hence, we can just recurse to
compute the first sum. The second does not as is look like the first sum. However, for now

assume that p,/»(X) is given as part of the input.

A natural question to ask is what the above buys us. The main observation is that relative to p,,2(X), the
polynomials pj,,/2(X) satisfy a similar recurrence as the original one but of half the size. In particular,
for every 0 < j < n/2, define
_ Pj+n2(X)

Pni2 (X) .

We first note the following properties of these new polynomials (see Exercise5.10):

;(X)

Lemma 5.3.1. We have the following base cases:
qo(X) =1 and q1(X) = g1+n/2(X).

Further, forany 1< i < n/2, we have
qi(X) = gi+n2(X) - qi-1(X).

Lemmal5.3I]then suggests the divide and conquer strategy as outlined in Algorithm Bt

Algorithm 5 RECURSIVETRANSPOSESPECIAL
INPUT: yEeF", po(X), pi(X), pns2(X) and a;, b; e F foreveryl1<i<n
OUTPUT: Z}‘:‘(} yljl-pi(X)

1: L(X) — RECURSIVETRANSPOSESPECIAL(y[0: /2 — 1], po(X), p1(X), pria(X), {ai, bit1<i<ns2)
2: R(X) — RECURSIVETRANSPOSESPECIAL(Y[7.2: n—1]1, 814+ n/2(X), Gnia(X), {@i+ns2, Ditnizti<icni2)
3: RETURN L(X) + pp/2(X) - R(X)

The statement of RECURSIVETRANSPOSESPECIAL is not complexity because for each call to input of
size n, one needs to compute p,/2(X). However, it turns out that we can compute all of them in a pre-
processing step with O (n) complexity (also see Exercise[5.11):

Lemma 5.3.2. Over the entire run of Algorithm[5.3.1 one needs to compute the following product over all
0</¢<lognand0<j<n/2':

25

H 8k+j2t-

k=0

Further all of these products can be computed in O (n) arithmetic circuit complexity.
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Recall from Chapter[3]that we can multiple two polynomials of degree at most d in O (d) complexity.

If T(n) denotes the arithmetic circuit complexity of RECURSIVETRANSPOSESPECIAL with input of size n,
then we have

T(n):Z-T(g)+O(n), (5.9)

which shows the following (see Exercise5.12):

Theorem 5.3.3. Algorithm[@ is correct and has arithmetic circuit complexity of O (n).

5.3.2 The general case

We now consider the general case when we can also have c¢; # 0. In this case, we have the following
recursion

piX)=gi1-pi-1(X)+ gi2(X) - pi—2(X), (5.10)

where g; j(X) for j € {1,2} is of degree at most jﬁ
Let us decompose the sum (5.8) as we did in the previous sub-section:

n/2—-1 n/2—-1

Vil piX)+ Y ylj+n/2]-pjin2(X).
j=0 j=0

n-1

2 yljlpj(X) =
j=0

As before the first sum is again the same problem but of size n/2 and hence, we can recurse on that part.
The intuition in Algorithm Blwas that if we knew p,,/»(X) then the second sum is "independent" of the
first sum. After a bit of thinking (and staring at (5.10)) the analogous assumption is to assume we know
Pnr2(X) and py 241 (X). For now, let us

assume that p,/2(X) and pj/2+1 (X) are part of the input.

However, here we run into a bit of a hitch. For the previous case since all pj,/2(X) was a mul-
tiple of pn/2(X), we divided each of the polynomials in the second sum by p,,»(X). However, now
we have that p;j.,/» (for any j > 1) depends on both py2(X) and py/2+1(X) and one cannot "divide"
Pj+n2(X) by ppi2(X) and ppyo41(X). The trick is to think of p,2(X) and pp/241(X) as a unit. This is rem-
iniscent of how one can show that the nth Fibonacci number can be computed with arithmetic circuit
complexityO(logn). For the benefit of those who have not seen this before, we walk through that trick
below.

Computing the nth Fibonacci numbers quickly
Recall that the Fibonacci numbers are defined as follows:
0 ifi=0
fi=41 ifi=1
fi—l + fi_z i=2.

Note that the recurrence has some similarity to the recurrence in (5.10) (except we are dealing with inte-
gers instead of polynomials).

3Note that for orthogonal polynomials, we have deg(g; 2) = 0 but our algorithm will seamlessly handle this generalization
so we will go with case. Note that we still have deg(p;) < i and further, we can also insist deg(p;) = i if we want but this is not
required for the algorithm.
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Given an integer n = 0 it is easy to see that one can compute f}, in O(n) operations. However, one can
do better as follows. We first write the recurrence f; = f;—1 + fi— in the following matrix form:

)= o)

11
Note that the above implies that for T = ( 1 0), we have

)+ t)
fn-1 fo

In other words, if we can compute T”*~!, we can compute f,, with O(1) additional operations. However,
one can compute T for any integer m with arithmetic circuit complexity O(logm) (see Exercise[5.13).

On our way back to

We now use inspiration from the Fibonacci number computation above and define for every i = 1, the
vector

pit) = (pljfi)(())o)'
Now we can re-write (5.10) equivalently as
pi(X) =T;(X)-pi-1(X), (5.11)
where
T, () = (gi,ll(X) gi,zJX))_

Before we proceed we make the following assumption:

Assumption 5.3.1. Let us assume that for everyi =2, we haveT;(X) = T(X).

We note that the above is still interesting: e.g. for the Chebyshev polynomial Assumption[5.3.Tlis satisfied
with

T(X) = (2X _1).

1 0
Given the above, note that (5.I1) implies that for every i = 2,

pi(X) = (T(X) ' p;.

Now note that if we can compute the 2 x 1 vector

n-1
Y ylil-pi(X), (5.12)
Jj=0

then we can compute (G.8). Now consider the following equality:

n-1 n/2—-1 n/2—-1

Y oylil-piX) = Y yljl-piX)+ Y ylj+n/2]l-pjinn(X).
j:O j:O j:0
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As before the first first is the original problem of size n/2. For the second sum, note that all of p /2 (X)
has the common term of (T(X))"”2~!. More precisely, define a new recurrence as follows

q:1(X) =p1(X)

and forevery i =2
q;(X) =T-q;-1(X).

Then we have

n/2—-1 n/2—-1
Y ylj+ni21 pjan2(X) = (TXN*1 Y ylj+n/2]-q;(X).
j=0 j=0

The above then implies the generalization of Algorithm[Blin Algorithm @

Algorithm 6 RECURSIVETRANSPOSE

INPUT: yeF",p1(X) and T(x) € F[X]%*2 for everyl<i<n
OutpPuT: Y72 y1j]-p;(X)
1: L(X) < RECURSIVETRANSPOSE(y[0: n/2 —1],p1 (X), T(X))
2: R(X) < RECURSIVETRANSPOSE(y[n/2: n—1],p1(X), T(X))
3: RETURN L(X) + (T(X))"?71.R(X)

It can be shown that T’2~1(X) can be computed with arithmetic circuit complexityO (n) (see Exer-
cise[5.14). This then implies the following (see Exercise 5.15):

Theorem 5.3.4. Algorithm[@ is correct and has arithmetic circuit complexity of O (n).

Getting rid of Assumption

We now get rid of Assumption[5.3.Tland generalize Algorithm[Gto solve the general case of (5.10) or more
precisely that of (5.11).
Before we begin we add some notation:

Definition 5.3.1. Forany 2 < ¢ <r < n, define
Ty =Tr - Tro1---Tp.
Then note that for any i > j = 1, we have from (G.I1):
Pi(X) =T(j+1:1-pj (X. (5.13)

As before we split up the final sum of interest into two parts:

n—-1 n/2—-1 n/2-1
Yoyljl-piX)= ) yljl-pjX)+ Y ylj+n/2]-pjin2(X).
j=0 j=0 j=0

As before we can recurse directly on the second part. Let us consider the second sum. Note that (G.13)
implies that we can re-write the second sum as

n/2-1 n/2—-1
Y Vli+nl21-pjnX)= Y yIj+n/2]1-Tpze:jensz) - Prr2(X).
=0 =0
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However, unlike the previous cases we cannot "pull” p,/2(X) outside of the sum to the "left." However,
we can pull it to the "right," like so:

n/2-1
Y. YL+ 121 Tiusrjeniz |- Prr2(X).
j=0
However, in the above the recursive sum is not of the same form as what we started out with. There is a
simple fix to this. We now consider the sum of 2 x 2 matrices, like so:

n-1

Z yijl-Tp:j, (5.14)

j=2
where note that the sum start at j = 2. It is easy to see that we can compute y[0] po(X) +y[1]p1 (X) with
n—

O(1) operations. Further, the sum Z] Zly[j] - pj(X) can be computed from

n—-1

yljl 'T[Z:j])pl(X)-

j=2

We now return to (5.14) and note that it is the same as

n/2-1 n/2-1
Yooyl T+ Y. ylj+n/21-Tiejenz |- Tmz-1)-
j=2 j=0

Nnow note that the two sum in the above are the same problem as the original but of size at mots n/2
and hence, we can recurse. In particular, one can generalize Algorithm [ to handle this more general
case (see Exercise[5.16) in O (n) operations.

5.3.3 More generalizations

Finally, we present two generalizations of the recurrence in (5.10) that can be handled with algorithms
very similar to those that we have considered so far. We mention two here.

Going from 2 to t.

Consider the following generalization of the recurrence in (5.10) for i = ¢

pi(X) =

J

8i,j(X)-pi-j(X), (5.15)

t
=1

where deg(g; ; < j, deg(p;(X) = i and polynomials po(X),---, p;-1(X) are given. It can be shown that
the algorithms for the case of ¢ = 2 can be extended to the general case with O(#*n) arithmetic circuit
complexity (and O (¢ n) pre-processing)- see Exercise 5.171

Handling error terms

Consider the following generalization of (5.13):

t
pi(X) =) g,i(X) pi—j(X)+Ei(X), (5.16)
j=1

where the matrix whose rows are E;(X) has rank r. It turns out that even this generalization is not too
hard to handle: see Exercise
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5.4 Exercises

Exercise5.1. Argue that Chebyshev polynomials as defined in Definition[5.1.2lare orthogonal over [-1, 1]
with respect to the measure

_x2
Exercise5.2. Argue that the arithmetic circuit complexity of computing Px is the same as that of comput-
ing Az (for arbitrary x,z € F") (up to an additive factor of O(n).

Exercise5.3. Let C;, be as defined in Definition[Z:4.3l Then show that diag(s)C,, — C,diag(t) is the all ones
matrix.

Exercise 5.4. Prove that V2 has displacement rank 1 with respect to L = diag(a) and R="Z.
Exercise5.5. Let B=ZA and C = AZ. Then argue the following:

e B[0,:] =07 and for every 0 < i < n: B[i,:] =A[i — 1,:].
e C[,n—-1]=0andforevery0< j<n-1:C[;,jl=A[,j+1].

Exercise5.6. Prove Lemma[5. 1.1l
Hint: First argue that {p;(X)},_, forms a basis for R[X] and then use that fact.

Exercise 5.7. Prove that the polynomial in (5.3) does not change signs in the interval [¥, u].

Exercise 5.8. Give a closed-formed expression for A; (X) defined by (5.4). Also argue that this polynomial
is unique.

Exercise 5.9. Let p(X) be any polynomial of degree d over F. Let ay,...,@4-1 € F be d distinct points.

Then we have
d-1

pX) =) plaj)AX),
i=0

where A;(X) is as in Exercise[5.8l

Exercise5.10. Prove Lemmal5.3.11
Hint: Use induction.

Exercise5.11. Prove Lemmal5.3.2]
Hint: Use the fact that two polynomials of degree at most d can be computed with arithmetic circuit complexityO (d).

Exercise5.12. Prove Theorem[5.3.3]

Exercise5.13. LetT € F'*'. Argue that one can compute T™ with arithmetic circuit complexity O (#* -log m).
(Here w is the matrix-matrix multiplication exponent for [.)
Hint: Use repeated squaring.

Exercise5.14. Let T(X) € F[X]'*!, where entry is a polynomial in F[X] of degree at most d. Argue that one
can compute (T(X))™ with arithmetic circuit complexity O(dmt?). (Here w is the matrix-matrix mul-
tiplication exponent for F[X], i.e. multiplying two matrices in (F[X])N*" can be computed with O(N®)
operations over [F[X].)

Hint: Use repeated squaring and keep track of the degree of the polynomials in the intermediate results.

Exercise5.15. Prove Theorem[(.3.4]

Exercise5.16. Design an algorithm with O (n) arithmetic circuit complexity the computes the sum in (5.14).
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Exercise 5.17. Consider the matrix P defined by (5.15). Then show that after O(t*n) operations worth of
pre-processing, the arithmetic circuit complexity og computing px is O (t2 n).
pi(X)
Hint: Define p; (X) to be the vector :
Pi-t+1(X)
Exercise 5.18. Consider the matrix P defined by (5.16). Then show that after O (1 n) operations worth of
pre-processing, the arithmetic circuit complexity og computing px is O (t2 n).
pi(X)
Hint: Define p; (X) to be the vector :
pi-t+1(X)
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Appendix A

Notation Table

(u,v)
la, b]
[x]

[F*
FylX1, .., Xl
E[V]

deg(P)

FX]
FIX1,..., Xl
Vx (f(X))

Afield

The field of real numbers

The field of complex numbers

The imaginary number, i.e. 1* = -1

The set of all length n vectors where each entry is from [

The set of all m x n matrices where each entry is from F

The (i, j)th entry of the matrix A

The i’th row of A

The j’th column of A

The ith entry of the vector x[i]

The n x n matrix defined as I[i, i] = 1 and zero everywhere else
The transpose of A defined by AT [i, j] = A[j, i]

The inverse of A (if it is full rank)

Logarithm to the base 2

family of functions O (f(n) -1og®" f(n))

A vector

The all zero vector

The polynomial Z;.’:_Ol f[i]- x*

The ith standard vector, i.e. 1 in position i and 0 everywhere else
Vector v projected down to indices in S

Inner-product of vectors u and v

{xeRla<x< b}

The set {1,...,x}

The finite field with g elements (q is a prime power)

The set of non-zero elements in the field F

The set of all m-variate polynomials with coefficients from F
Expectation of a random variable V

Indicator variable for event E

Degree of polynomial P(X)

The set of all univariate polynomials in X over [

The set of all univariate polynomials in X, ..., X, over F

The vector of partial derivates of f(X) with respect to X; where X = Xj,..., Xj
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|6 | For an arithmetic circuit 6 over [, |6| is the number of F operations in €
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