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Abstract—The use of random linear network coding (NC) (1.0.0)
has significantly simplified the design of opportunistic roding o
(OR) protocols by removing the need of coordination among
forwarding nodes for avoiding duplicate transmissions. Havever, © Tosend ™, ©)
NC-based OR protocols face a new challengddow many coded w023 ornotto
packets should each forwarder transmit? To avoid the overhead @ %—‘—é

of feedback exchange, most practical existing NC-based OR@
tocols compute offline the expected number of transmission®r  Fig. 1. The importance of knowing how many coded packetsaostmit.
each forwarder using heuristics based on periodic measureemts

of the average link loss rates and the ETX metric. Although existing OR protocols typically constructteelt of forwarding

attractive due to their minimal coordination overhead, these ng4es (FNs) for each flow and only members of the belt are
approaches may suffer significant performance degradationn
allowed to forward packets.

dynamic wireless environments with continuously changindevels ) R ]
of channel gains, interference, and background traffic. OR provides significant throughput gains compared to tra-
In this paper, we propose CCACK, a new efficient NC- ditional routing, however, it introduces a difficult chaitge.
based OR protocol. CCACK exploits a novelCumulative Coded \Without any coordination, all members of the FN belt thatrhea
ACKnowledgment scheme that allows nodes to acknowledge, packet will attempt to forward it, creating spurious reta
network coded traffic to their upstream nodes in a simple A hich te bandwidth. To add this chall
way, oblivious to loss rates, and with practically zero ovenead. ml55l0n§, W Ich waste bandwidih. o address this chalienge
In addition, the cumulative coded acknowledgment scheme in & coordination protocol needs to run among the nodes, so that
CCACK enables an efficient credit-based, rate control algdthm.  they can determine which one should forward each packet.
Our evaluation shows that, compared to MORE, a state-of-the Recently, [9] showed that the use cdndom intra-flow
art NC-based OR protocol, CCACK improves both throughput — hoyork coding(NC) can address this challenge in a very
and fairness, by up to 20x and 124%, respectively, with aveige . e . .. . .
improvements of 45% and 8.8%, respectively. simple and efficient manner, with minimal coordination. hVit
NC, the source sends random linear combinations of packets,

[. INTRODUCTION and each router also randomly mixes packets it already has

Wireless mesh networks (WMNs) are increasingly beingceived before forwarding them. Random mixing at each
deployed for providing cheap, low maintenance Interneessc router ensures that with high probability different nodkatt
(e.g. [1, 2, 3]). A main challenge in WMNSs is to deal withMay have heard the same packet can still transmit linearly
the poor link quality due to urban structures and interfegen independent coded packets.
both internal (among flows in the WMN) and external (from NC has significantly simplified the design of OR proto-
other 802.11 networks). For example, 50% of the operatiorf!S and led to substantial throughput gains [9] compared
links in Roofnet [1] have loss rates higher than 30% [4J0 non-coding based protocols. However, the use of NC
Hence, routing protocol design is critical to the performan introduces a new challengetow many coded packets should
and reliability of WMNs. each forwarder transmit?This challenge, if not efficiently

Traditional routing protocols (e.g., [5, 6, 7]) for multiho @ddressed, may prevent NC-based OR protocols from reglizin
wireless networks treat the wireless links as point-taapoithe€ maximum possible gains.
links. First a fixed path is selected from the source to the .
destination; then each hop along the chosen path simpl;sseﬁ‘d The challenge in NC-based OR protocols
data packets to the next hop via 802.11 unic@giportunistic ~ We illustrate the main challenge in NC-based OR protocols
Routing(OR), as first demonstrated in the EXOR protocol [8lwith the example shown in Figure 1. This figure shows a
has recently emerged as a mechanism for improving unicégbical scenario of an NC-based OR protocol. The source
throughput in WMNSs with lossy links. Instead of first deterS has three downstream FNd4, B, and C. Assume for
mining the next hop and then sending the packet to it, a nosienplicity thatS has three innovative packels, X5, and X3
with OR broadcastghe packet so that all neighbor nodes havio send. Instead of transmitting the native pack&tsansmits
the chance to hear it and assist in forwarding. three coded packety; + X + X3, 3X; + X2 + 2X3, and

In practice, it is not beneficial if all nodes in the networkX; + 2X, + 3X3 in sequence, which are denoted by the
participate in forwarding traffic for a single flow. Hencegcorrespondingoding vectory1,1,1), (3,1,2), and(1,2,3).



Assume thaf1,1,1) coded packet is received lfy, and the Many other works that improve MORE also use offline
(3,1,2) and(1, 2, 3) packets are received by and by{ A, B}, measured loss rates as a basic component in their proposed
respectively. The downstream FMs B, andC have received solutions (e.g., [13, 14, 15]).
a sufficient amount of innovative packets. Collectivelye th The drawback of all these approaches is that performance
three FNs can now act as the new source and the origimalavily depends on the accuracy and freshness of the loss
source S should stop transmission. However, it is a nornrate measurements. Loss rate estimates are obtained khroug
trivial task for S to know whether its downstream FNs haveeriodic probing and are propagated from all nodes to the
accumulated a sufficient amount of innovative packets. source. Apparently, the higher the probing frequency, the
The same challenge exists for the intermediateAMfter higher the accuracy, but also the higher the overhead. As
transmitting a useful coded packet, 3, 5), which is received a recent study [16] showed, even low-rate control overhead
by FN C, A has to decide whether it should continue or stojm non-forwarding links can have a multiplicative througttp
sending coded packets. Furthermofehas limited knowledge degradation on data-carrying links.
about the reception status of the three packets transniifted To reduce this overhead, the authors of MORE collect the
S (e.g., A may not know thaiC' has received1,1,1) from loss rates and calculate the credits only in the beginning of
), which makes the decision of whether to stop transmissie@ach experiment. In practice, this suggests that loss rate m
even harder ford than for the source. surements should be performed rather infrequently. Unfort
Note that overhearing, a commonly used way of acknownately, recent WMN studies [17, 18] have shown thithough
edging non-coded wireless traffic due to its zero overhedihk metrics remain relatively stable for long intervals &
does not suit network coded traffic. For the same examglgiet network, they are very sensitive to background traffic
in Figure 1, whenC has the opportunity to transmit, aFor example, in[17], the authors observe that 100 ping packe
network coded packet5,4,6) may be generated from the(one per second) between two nodes in a 14-node testbed
two innovative packets received k. Even if A overhears caused an increase of 200% or more to the ETT [19] metric
this new (5,4,6) packet, A still does not know whethe€ of around 10% of the links. Even worse, a 1-min TCP transfer
received the(4, 3,5) packet transmitted byi, since it is not between two nodes in the same network caused an increase of
aware of the reception of th@, 1, 1) packet byC. more than 300% to the ETT metric of 55% of the links.
One way to address the challenge is to combine individualln summary, these approaches suffer from difficulties in
packet overhearing, as in non-coding based protocols, wRkcurately estimating loss rates. Overestimated loss catigse
a credit system based on coded transmissions, and hav@dundant transmissions, which waste wireless bandw{ith.
the forwarders perform detailed bookkeeping to guarantéee other hand, underestimated loss rates may have an even
credit conservation in the system. This approach is takenWrse impact, since nodes may not transmit enough packets
MC? [10]. Although theoretically optimal [11], this approachto allow the destination to decode a batch. This motivates th
is quite complex in practice. In addition, like every apprba need for a new approachbliviousto loss rates.
that relies on individual packet overhearing, it requires @. Our approach — Cumulative Coded Acknowledgments

reliable control plane. In typical WMN environments wittghi In this paper, we propose CCACK, a new efficient NC-based
packet loss rates or contention [4], this approach can caysR protocol. Unlike MORE, FNs in CCACK decide how
excessive signaling overhead and retransmissions, wtdoh gnany packets to transmit in an online fashion, and this d#cis
significantly limit the performance. is completely oblivious to link loss ratésThis is achieved
through a noveCumulativeCodedACK nowledgment scheme
that allows nodes to acknowledge network coded traffic to the
Since theoretically optimal solutions are hard to implemegpstream nodes in a simple and efficient way, with pracjicall
in practice, existing NC-based OR protocols use heuristiggro overheadFeedback in CCACK is not required strictly
based on link loss rateS, to address the Cha."enge in a Sim@iﬁa per-packet basis; this makes the protoco' resilient to
manner, and to minimize the control overhead. individual packet loss and significantly reduces its comipye
MORE [9], the first NC-based OR protocol, employs agompared to [10].
offline approach which requires no coordination among FNs. Take the scenario in Figure 1 as a continuing example. One
In MORE, the source calculates and assignsaasmission naive approach to ensure thé(resp.4) knows when to stop
creditto each FN, using the ETX metric [12], computed fromransmission is through the usereteption reportsfor which
loss rate measurements. Receptions from upstream nodeseai¢h node broadcasth the basis vectorsf the received linear

then used to trigger new transmissions at the FNs, with prgpace to its upstream nodes, as illustrated in Figure22(a).
computed relative frequencies using the transmissionitsted

Since ; By 0b||V|0_us to I|nk_lqss rates” we mean here that loss ramsnot_taken
the ETX metric expresses tle&pectedbehawor, the into account in determining how many packets each FN shaoaftsinit. We

approach used in MORE cannot guarantee that the destinaligfa that the coded feedback mechanism in CCACK is orthdgorteow the
will always receive enough packets, due to the randomnesgs-6fbelt is constructed. In this work, we still use the losg+iaased offline

the wireless channel. Hence. the source in MORE keeps traﬁ%&- construction proposed in MORE for a fair comparisonseein CCACK
! MORE.

mitting packe?s frpm the same ba_-tch until 't. rec_elves an AC 2We sometimes refer to the linear space spanned by the receaeors
from the destination, unnecessarily increasing interfeee as theknowledge space

B. Loss rate based approaches
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An obvious drawback of this approach is the size of thrféliable unicast OR, and the corresponding false positiente

feedback messages. For practical network coding with symh@oplems when trying to apply it to reliable unicast OR: the
size GF(2°) and batch size 32, each coding vector containglective space problem and the false positive problenesgh
32 Dbytes. To convey a space of dimensien>> 1 thus two problems motivate the need for a new cumulative coded
requiresr 32-byte vectors, which is too large to piggybackeedback scheme which is a major component of CCACK.
to normal forward traffic. The unreliability of the wireless Tgke Figure 3(a) for example. A batch of 3 packets are
channel further exacerbates the problem as #he 32-byte  ~qded together and nodes to C' need to decode all three
feedback messages need to be retransmitted several tirfles Wackets. LetB, denote the buffer containing the innovative
they are overheard by all the upstream nodes. coding vectors received byl (which contains two vectors
In contrast, in CCACK each node usessingle coded (1,2,2) and(1,1,1) in Figure 3(a)).

feedback vectotto represent the entire space, which may since A has received fewer than 3 innovative packets, it
consist ofx > 1 basis vectors. In the broadest sense, the thrggorms its neighbor nodes that it needs more packets by

coded aCknOWIedgment Vectofﬁ to zC in Figure 2(b) serve appending to each coded packet a Ve@t@rsatisfying
as a hash for their corresponding spaces. As will be expfaine o v=0 VocB (1)
A~ =V, v

in Section Ill, we have devised a simple mechanism that
successfullycompressegmost of) the space information intoNamely, the inner product betweeny, andv € B, is zero.
a single vector, say 4 for node A, while allowing upstream There may be multiple choices afy that satisfy (1) (e.g.,
nodes teextractthe original space from4 without exchanging in Figure 3(a),z4 can be any vector of the forrf0, y, —v)).
any additional control information. Each single vectox -, is then chosemniformly randomlyamong all valid vectors
can be easily piggybacked to the forward data traffic. Thistisfying (1). LetS4 = (v : v € B,) denote the linear space
compressed/coded acknowledgment is critical to the efffisie spanned by vectors iB,. One can easily show that:
since in CCACK overhearing any of the data packetsdof Lemma 1:With the above random construction of, any
with piggybacked coded ACK will convey to the upstreamectorv’ € S, must satisfyz, - v/ = 0. Moreover, for any
nodes the entire space (or most of the space)dofThis vectorv” ¢ S, we haveprob(za - v" = 0) = zis assuming
thus drastically reduces the need of retransmitting feeklbahe GF(28) finite field is used.
information over the unreliable wireless channel. From the above lemma, nodg (resp.C) simply needs to

In addition to efficiently solving the challenge of howcompute the inner product of its own innovative vectors with
many packets each FN should transmit, the cumulative coded In Fig. 3(a), suppose that, is chosen a0, 1, —1). Since
acknowledgment scheme in CCACK enables us to develgp1,-1)-(1,2,3) = —1 # 0, nodeB must contain innovative
an efficient rate control algorithm. In contrast, MORE has ngacket forA. B can broadcast its innovative packet and once
explicit rate control mechanism and its performance deggadA receives it,A will be able to decode the entire batch.
as the number of flows in the network increases [9, 11, 13, 14]. _

We evaluate the performance of CCACK and comparoéf Problems of the NSB Coded Feedback for Unicast OR
it against MORE using extensive simulations. Our results The goal of using coded feedback in the context of un-
show that CCACK improves both throughput and fairnegeliable multicast is different from in the context of rdiia
over MORE, by 45% and 8.8%, respectively, on average. Fanicast OR. In the former, coded feedback is used by a node
some challenged flows which completely starve under MOR®, inform neighbors thathey have to send more packefs
CCACK increases throughput by up to 20x and fairness by @pntrast, in the latter, we want to use coded feedback so that
to 124%. In addition, the coding and memory overheads bédes can inform their upstream nodes ttiay should not
CCACK are comparable to those of MORE. send any more packet3his fundamental difference causes
two major problems when trying to apply the above NSB
coded feedback scheme to reliable unicast OR protocoks, lik

Coded feedback has been used in the past in a differdéd®RE.
context; in [20], a null-space-based (NSB) coded feedbaBkoblem 1: The collective space problemTake Figure 1 for
scheme is used to enhance reliability of an NC-based mstticaxample. NodesB and C' would like to convey their space
protocol for multimedia applications in mobile ad hoc netinformation toA so thatA can stop packet transmission. Based
works. In this section, we review this scheme and identify twon the NSB conceptB and C sendzp = (1,1,—1) and

Il. EXISTING CODED FEEDBACK SCHEME



zc = (—2,1,1), respectively, which are orthogonal to their Nodes in CCACK maintain per flow state, which includes:
local innovative vectors (see Figure 3(b)). The idea is tpehoa packet buffe3,, two coding vector buffer$,, and B,,, the
that, upon the reception afg and z¢, A will know that the current batchof the flow, and acredit counter(Section 111-D).
knowledge spaces aB and C' havecollectively covered the With the exception of3, and B,,, all the other information is
local knowledge space ol and thus will stop transmission. also maintained in MORE. Similar to MORE, this information

Nonetheless, wheHA checks the inner product of the codeds soft-state and it is flushed if no packet for a flow is receive
feedback and its own innovative packets, we have for 5 minutes.

o o The source and the FNs broadcast randomly mixed packets
25+(3,1,2) =2 #0andzc - (3,1,2) = -3 £ 0. and store the coding vectors of these packetB,jn Whenever
ThereforeA thinks that the coding vectdB, 1, 2) is innovative a node overhears a packet, the node first checks whether the
to both its downstream nodes and thus continues transmigicket is innovative by comparing the coding vector to those

sion even when collectivelyp and C' already have enough of the existing packets if3,. If innovative, the newly received
information This misjudgment is caused by that the NSBacket is stored iB,. Regardless being innovative or not, the
coded feedback does not convey the collective space of @dide also checks whether the newly received packet is from
downstream nodes but only the space relationship betwegn upstream node. If yes, then it stores the forward coding
the individual pairs (e.g.4 vs. B and A vs. C). Therefore, if vector in B,,.
we apply the NSB coded feedback as in [20] to unicast @R,  Similar to [20], nodes in CCACK embed an additioddlK
will not stop transmission until one of its downstream nodegectorin the header of each coded data packet of the forward
has a local knowledge space that completely covers the logalffic to report a subset of the packets (or coding vectors)
knowledge space ofl. This defeats the purpose of OR.  they have received in the past from their upstream nodes. The
Problem 2: Non-negligible false-positive probability. Take construction of the ACK vector is described in Section 11I-C
Figure 3(c) for exampleA wants to send two packets # For the following, we use the ternfsrward coding vectors
and a network coded packet has been receivedaiready. andACK coding vectorso denote the coding coefficients used
To convey its local knowledge space back4p B sends an to encode the payload of the packets and the feedback vectors
orthogonal vector ; satisfying (1), which is randomly chosenysed to acknowledge the space, respectively.
to be any vector of the formp = (4, 4y, —2z—3y). Suppose  Each forward coding vector i, andB,, can be marked as
that B chooses:p = (4, —8,4) and A receives such. Since  H(heard) or~H(not heard). A coding vector is marked asi
zp is orthogonal to all the innovative vectors of, A will \yhen initially is inserted in either of the two buffers, sinthe
wrongfully conclude that the knowledge spacel®dfcovers npode has no information at that time whether any downstream
the local knowledge space of. A thus attempts no further node has heard the packet or not. Nodes mark vectots, as
transmission.Although Lemma 1 guarantees that this falsgsing the inner product of these vectors and the ACK coding
positive event happens only with probabilig, its impact vectors they receive from downstream nodes, as explained in
to the system performance is significant. The reason is th&dction I11-C.
in a multi-hop transmission, any single hop that experience The destination periodically broadcasts coded feedback to
this false positive event will cause an upstream node to St@g ypstream nodes in the form of ACK vectors (without any
transmission prematurely. The communication chain is thugyioad). This is necessary to actively inform its upstream
broken and the destination may not be able to receive enoygyes whether they should temporarily stop transmittinges
independent packets for decoding. Although one can fix thige destination sends no data packets. Once it receWes
false-positive issue by retransmitting anothgy vector, the jnnovative packets for a batch, it decodes the batch to wbtai
necessary timer management for the unreliable feedbadk chihe N original packets. It then sends an end-to-end ACK back
nel and the additional interference caused by retransomissg the source along the shortest ETX path in a reliable mahner
easily negate the benefits of sending coded feedback.
I11. CCACK DESIGN

In this section, we present the design of CCACK. We begin In C(_)ntrast to the NSB coded feedbgck scheme in [20],
with an overview of the protocol and then we describe jdodes in CCACK constrl_Jct the ACK coding vectors uséig
two main components: construction of a novel cumulatig€ received forward coding vectors storedi, and not only

coded feedback scheme which addresses the two problemg e innovative vectors stored ifi,. Also, when an upstream
discussed in Section II-A, and a rate control algorithm/tbui’0d€ A overhears a packet from a downstream node, it uses

upon this coded feedback scheme the ACK coding vector of that packet to decide whether any
. of the coding vectors iB, U B,,, instead ofB,,, have been
A. CCACK Overview h
eard by the downstream node.

The source and the intermediate FNs in CCACK use intra-
flow random linear NC. We selected a batch sizeNof= 32 3In our current implementation, similar to MORE, the sourceves to
packets and the random coefficients for each linear combirpdichi + 1 only when it receives the end-to-end ACK from the destimatio
. | df Galois Field (GF) of ife for batchi. As [15] showed, a better approach is for the source to move to
.t'on are selected from a Galois Fie ( ) ors Same as paichj 41 immediately after it stops transmitting packets for batcin the
in [9, 10, 15]. future we plan to incorporate this feature in CCACK.

B. Solving the collective-space problem



Nodes keep checking the rank of tii&, and B,, vectors 9: end for
marked asH. When this rank becomes equal to the rank ofo: Increment theusage_count of u by 1.
innovative packets irB, for a nodeA, A stops transmitting 11: end while
either temporarily, until it receives another innovativecget, 12: Choose randomly the coding coefficients to ¢y such
or permanently if the rank of thé, vectors is already equal that the following matrix equation is satisfied:
to N. In both cases, the downstream nodes have received a
sufficient number of packets that cover the innovative ptcke Aler, -+ ,en) = (0,--+,0)"
of A from the knowledge space perspective.

Focusing onB,, and B,, vectors instead of3,, this new
structure solves the collective-space problem of the NSdo
feedback. Continue our example in Figure 3(b). For ndde i . Sl
B, contains the received coding vectdis 2, 3) and (3, 1, 2) freedom when solving f[h.e above equations. SiACE in
while B, contains the transmitted vectét, 3,5). Suppose € row-echelon form, it is easy to chooseto cy.
we reuse the NSB coded feedback for nodand C. Then 13: Use the vectofe,, - -, cy) as the ACK vector.

by checking inner products withg andz¢, A knows that the )
(1,2,3) € B, and (4,3,5) € B,, have been received. Since When a node A overhears a packet with an ACK vector

the rank of(1,2,3) and (4, 3,5) is the same as the rank offfom a doyvnstream n_ode, it uses again the in_ner product to
B, vectors, A stops transmission. check all its vectors in3,, and B,, and determine whether
any of them has been heard by the downstream node. More
) _ ~explicitly, a vectoru € B,, (or B,,) is markedH if and only

We now describe our new ACK design that drasticallf ,, passesall the following M different “H_tests” (one for
reduces the false-positive probability frogs to (5)" for eachH,):
any integerM > 1. , T

Each node maintaind/ different N x N hash matrices Vi=Tt M, uHiz =0, 2)
H, to Hy; where N = 32 is the batch size and each entrywhere H; to H;; are the hash matrices of the downstream
of the matrix is randomly chosen froi&F(2%). All nodes node of interest.
in the network are aware of th&; to Hj; matrices of the  Remark:In our practical implementation, instead of choos-
other nodes. This is achievable by using the ID of a node &g completely random hash matricés to H,; (each with
a seed to generate thié, to H;, matrices. We assume thatN? random elements), we simply chood# to H,; as
all vectors are row vectors and we use the transpdséo “random diagonal matrices”, with th&¥ diagonal elements for
represent a column vector. eachH; randomly chosen froni to 255 (excluding zero) and

To improve the efficiency of our feedback mechanism, wall other elements being zero. This simplification improthes
associate awsage_count with every vector inB,. When a efficiency as the matrix multiplicationH; can be performed
vector is placed imB,, its usage_count is set to 0. Every time in linear instead ofV2 time.
this vector is selected in the feedback construction atlgarj We now quantify the false positive probability (passing all
its usage_count is incremented by 1. The ACK vector isM tests simultaneously) with this new coded feedback scheme.
always constructed using those vectorsp with the lowest  Proposition 1: Consider an upstream/downstream node pair
counts. This will reduce the probability that the same vexto4,; andA4p, andA; receives an ACK vector, from Ap. The

Remark 1: We also require that the randomly chosen
coefficientsc; to ¢ are not all zero.
Remark 2: By Line 2 there will be at leastdegree of

C. Solving the false positive problem

are repeatedly acknowledged many times. hash matriced?; to H,; of node Ap are chosen uniformly
Nodes construct the ACK vectors using the following algaandomly. For anyw vector in B, U B,, of the upstream node
rithm: Ay, if suchw is in the space of the vectors selected by the
downstream nodd p, then it is guaranteed that sughvector
§ CONSTRUCT THEACK VECTOR will pass all M tests in (2). If suchw is not in the space of the
1: Start from a0 x N matrix A. selectedu vectors, then the false-positive probability (passing
2: while The number of rows oA < N — 1 — M do all M tests) is(Qis)M.
3. Choose the: with the smallesusage_count from B,,. Sketch of the proof: Let Sz denote the linear space
If more than one such exist, choose one randomly. spanned from the: vectors selected bylp. It is straight-
4. for j=1to M do forward to show that any € Sp must havewH, 2§ = 0. A
5: if thel x N row vectoruH; is linearly independent more interesting case is when¢ Sp.
to the row space ofA then Conditioning on the non-zera, vector, for any; the H, 2]
6: Add uH; to A. vector must be randomly distributed over the null spacs ef
& Perform row-based Gaussian elimination to kee@ectors since; is chosen uniformly randomly. Therefore, the
A in a row-echelon forn. M vectorsH; 2] to Hys 2} are equivalent to sending randomly
8 end if chosen NSB coded feedback fof times. By Lemma 1, the
.. . M .
4Since A is always of row-echelon form, it is easy to check whether thQVerall false positive prObab'“ty becom‘é%) - A detailed

new vector is linearly independent to the row space®of proof can be found in [21].



In our implementation, we used = 4, which gives a false « x AQfel + ( is larger for flows with large “backpressure”,
positive probability 0f2.33 x 107195 thus packets of such flows will be transmitted more freqyentl
For our implementation we selected= 5/6 and3 = 1/6. If

Qfel =1, thena x AQZel + B =1 and the credit counter

The cumulative coded feedback scheme in CCACK helpg|l always remain equal to 1, effectively allowing the node
nodes to determine when they should stop transmitting gackg, always transmit.
for a given batch, but it does not tell anything abbotv fast
nodes should transmit before they stop. Unlike in MORE, in IV. EVALUATION
CCACK we cannot use receptions from upstream to triggés Methodology
new transmissions, since the goal is exactly to stop thewe evaluated the performance of CCACK and compared
upstream nodes, when the downstream nodes have sufficiefitljygainst MORE using extensive simulations. We used the
enough packets. In addition, we want to apply rate control {9lomosim simulator [23], a widely used wireless network
the source as well, and not only to the FNs. simulator with a detailed physical signal propagation mode

The rate control algorithm in CCACK uses a simple credit \we simulated a network of 50 static nodes placed randomly
scheme, which is oblivious to loss rates but aware of thg 3 1000m x 1000m area. The average radio propagation
existence of other flows in the neighborhood, and Ieverag@'ﬁge was 250m, the average sensing range was 460m, and the
CCACK's cumulative coded acknowledgments. __channel capacity was 2Mbps. TR@oRaypropagation model

For e,"g‘Ch _ﬂOWf at a node, we define the d'ﬁerent'alwas used and combined with the Rayleigh fading model to
backlog® as: : : o . .

PR P ) p make the simulations realistic. Because of fading, trassiuin

AQ" = dim(By) — dim(By) ®)  and sensing range are not fixed but vary significantly around
WhereBlf_I is the set of vectors iB/ U B/ marked asH, and their average values.
dim(S) denotes the number of linearly independent packetswe simulated each protocol in 9 different randomly gen-
in the setS. Note thatdim(B,f_I) < dim(BJ). AQ/ is the erated topologies, i.e., placement of the 50 nodes. We darie
difference between the number of innovative packets atengivthe number of concurrent flows from 1 up to 4. For a given
node and the cumulative number of innovative packets at itamber of flows, we repeated the simulation 10 times for
downstream FNs for flowf. As we saw in Section IlI-B, each topology, selecting randomly each time a different set
when AQ/ = 0, i.e., dim(B/) = dim(BY,), the node stops of source-destination pairs, i.e., we had a total of 90 ctffie
transmitting packets for flowf. Note that for the destination scenarios for a given number of flows. In each scenario, every

D. Rate control

of flow f, AQT = 0. source sent a 12MB file, consisting of 1500-byte packets.
We also define the relative differential backlmfel for Following the methodology in [9, 8], we implemented an
each flowf as: ETX measurement module in Glomosim which was run for 10
AQT = AQY ) minutes prior to the file transfer for each scenario to coraput

T AQS + AQN pairwise delivery probabilities. There was no overhead ue
where, AQ y is the total differential backlog of all the neigh-loss rate measurements during the file transfer.
bor nodes for all flows, calculated as follows. Every time a It is generally known that the full benefit of OR over
node n; broadcasts a coded data packet, it includes in tiwaditional routing is exposed when the destination is ssve
packet header its current total differential backlag)’’ of hops away from the source [9]; in those cases, OR reduces
all flows crossing that node. All nodes that hear this pack#te overhead of retransmissions incurred by high loss rates
update theirAQ  as an exponential moving average: and increased self-interference. Hence, for the single-flo
AQy = 0.5 x AQy +0.5 x AQL! ) experiment, among the 90 flowg we simulat_ed,_we show the
results of the 65 flows for which the destination was not
Every node in CCACK (including the source and thevithin the transmission range of the source (with ETX shsirte
destination) maintains a credit counter for each flow. Evepaths of 3-9 hops). For the evaluation with multiple flows, we
time there is a transmission opportunity for a node A, one flokept scenarios with flows of shorter paths, when those flows
f is selected in a round robin fashion, among those flows withterfered with other flows. On the other hand, we do not
AQf > 0, and the credit counter of that flow is incrementeghow the results for scenarios where the multiple flows were
by a x AQ/ ,+ . If the counter is positive, the node transmitut of interference range of each other, since those sanari
one coded packet for floyy and decrements the counter byare equivalent to the single-flow case. We were left with 68
one, otherwise it selects the next flow. The credit incremestenarios with 2 flows, and 69 scenarios with 3 and 4 flows.

5A naive way of achieving the same level of false-positivebataility is to  B. Single flow

use a larger finite field siz€F (232). In such a case, a table look-up method . . . . .
for GF multiplications has to have32 x 232 4-byte entries, which takes VW€ begin our evaluation with a single flow. Figure 4(a) plots

prohibitively 4 million terabytes to store. the Cumulative Distribution Function (CDF) of the through-
6O_ur solution is inspir_ed by the_ theoretipal backpressumetaate control puts of the 65 flows with MORE and CCACK. We observe
algorithms [22]. The difference is that, instead of queuegtes, we use that CCACK outperforms MORE: the median throughput with

innovative coded packets to definecamulative differential backlogpr flow 4 )
f at every node with respect to all its downstream nodes far fthev. CCACK and MORE is 276Kbps and 205Kbps, respectively.
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cases, it is even lower. This shows the effectiveness of the
coded feedback mechanism in CCACK, combined with the
online rate control mechanism of Section I1I-D.
Figure 5(b) shows an example (one scenario) of how data
— -/ transmissions are distributed over the FNs. Nodes aredsorte
S 2. \ith respect to their ETX distance to the destination, i.e.,
e _ oo ~ node 1 is the source and node 10 is the FN closest to
g?gnloézlr gsgt;:lof data transm'ﬁ?gnloézlr Eg?ebfgr %fngitcaer:girfjm's' the destination. With MORE, the source and the FN closest
to the source, perform many more transmissions than the
Fig. 5. Total number of data transmissions with MORE and CEAC remaining FNs. In contrast, CCACK ensures that these nodes
Zgirﬁ’tfrﬂ"cﬁh”:':i?]glre"{lé\rz‘_”sm'ss'ons' based on MORE staaltulation stop transmitting when the remaining downstream FNs have
received enough innovative packets. Overall, with CCACK, a
10 nodes perform fewer transmissions than with MORE.

Number of Total Data Transmissions
(x1000)
8

Number of Data Transmissions (x1000)

Figure 4(b) plots the CDF of the relative throughput im-
provement 01; CCACK over MORE for all 65 flows, definedc. multiple flows
-T
Tl X 100%, whereT/.c acxc: Tiorr @€ e \we now evaluate CCACK and MORE with multiple con-
throughplit of flowf with CCACK and MORE, respectively. current flows. Here, in addition to throughput, we compaee th
We observe that CCACK achieves a higher throughput th@Ro protocols in terms of fairness, usidgin’s fairness index
MORE for 95% of the flows. The median gain of CCACK(F|) [24]. Jain’s FI is defined asd ;)2 /(n x 3. 22), where
over MORE is 34%. However, for some Challenged flows Wltg is the throughput of flowi and n is the total number of

the destination 7-9 hops away from the source, the throughpgws. The value of Jain's FI is between 0 and 1, with values
with CCACK is 2-5x higher than with MORE. closer to 1 indicating better fairness.
Where does the gain for CCACK come from?Figure 5(@) Throughput Comparison Figures 6(a), 6(b) compare
plots the total number of data transmissions with CCAClroughput with CCACK and MORE with 2, 3, and 4 flows.
and MORE in each of the 65 scenarios, as well as tiBgure 6(a) plots the average per-flow throughput with the tw
predicted number of transmissions in each scenario usipgbtocols as a function of the number of flows. We observe
MORE'’s offline ETX-based credit calculation algorithm. Thehat CCACK outperforms MORE by 27% on average in the
65 scenarios are sorted with respect to the predicted numbefiow case, and by 45% on average in the 3-flow and 4-
of transmissions. flow cases. Note that the gain of CCACK is higher with a
We observe that nodes with MORE perform a highdarger number of flows, when the congestion level becomes
number of transmissions than the predicted number in all ®igher causing substantial changes to the ETX values. By
scenarios. The actual number is often more than twice the pegiickly and accurately stopping transmissions for a givew fl
dicted number, and in some scenarios up to 6-7x the predicttthodes whose downstream nodes have collectively received
number. This shows that the credit calculation algorithrsdob a sufficient number of packets, a large amount of bandwidth is
on offline ETX measurements mispredicts the required numbszived with CCACK which can be used by the nodes or their
of transmissions even in the absence of background traffiiighbors for transmitting packets for other flows.
Moreover, the source in MORE keeps transmitting packetsFigure 6(b) plots the CDF of per-flow relative throughput
until it receives an ACK from the destination. With long p&th improvement with CCACK over MORE, as defined in Sec-
this may result in a large number of unnecessary transnmissiotion 1V-B, with 2, 3, and 4 flows. CCACK improves per-flow
as the ACK travels towards the source. throughputs for more than 85% of the flows in all 3 cases (with
In contrast, the number of data transmissions with CCACK, 3, and 4 flows). The median improvement is 33%, 55%, and
is much lower than with MORE in all but 2 scenarios. In mo€2%, respectively, with 2, 3, and 4 concurrent flows. Sintitar
scenarios it is close to the predicted number, and in sorte single flow experiments, some starving flows with MORE

TCC’AC’K
as f



majority of the points for the 2-flow case are gathered in the
1st and 4th quadrants, i.e., CCACK either improves throughp
at the cost of a (typically) small decrease in fairness, or it
improves both metrics. The majority of the points are gagher
e in the 1st quadrant for the 3-flow and 4-flow cases. This shows
. that as the number of flows increases, CCACK improves both
throughput and fairness in most scenarios.
T fehimmeenen 7 \We now focus on a few points in the 4th quadrant in
(a) Average per scenario Fis (bar®)) CDF of relative Fl improvement of Figure 8(a), corresponding to scenarios where Fl is reduced
and standard deviations (lines). CCACK over MORE. by more than 20% with CCACK. There are two 2-flow,
Fig. 7. Faimess comparison between CCACK and MORE — melfiows. one 3-flow, and three 4-flow scenarios (points). Note that
all 6 scenarios exhibit large throughput improvements. One
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|| MORE and CCACK for these 6 scenarios. We observe that
w e E B = in all but 2 cases, CCACK improves throughputaif flows

=)

e —T—— 2wt 2wy 310w 1o s s INVOIVED. The reduction in the FI actually comes from the

(a) Scatterplot of relative throughpyb) Per-flow throughputs with MORE fact that throughput improvement is much higher for some
improvement vs. relative FI improveand CCACK for the 6 scenarios with flows than for some others, and not as a result of starvation of
ment with 2, 3, and 4 flows. the largest FI decrease under CCACK.gome flows. Take the last scenaribf(ows (3) as an example.

Fig. 8. Investigating the relationship between throughgmud fairness. CCACK improves throthpUt Of.the first flow by 11x (from

85Kbps to 978Kbps), but also improves throughputs of the

show a several-fold improvement with CCACK, up to 3.7xother 3 flows by 183%, 108%, and 111%.
8.1x, and 20.4x, in the 2-, 3-, and 4-flow cases, respectivelyp. CCACK’s overhead

ngrness Comparison Figgres 7(a), 7(b) compare faimess Fipglly, we estimate CCACK’'s overhead compared to
with CCACK and MORE in case of 2, 3, and 4 concurrenN{oRE. Similar to [9], we discuss three types of overhead:
flows. Figure 7(a) plots the average Fl with the two protocolgoding, memory, and packet header overhead.
We observe that the average Fl is the same with the tweyging overhead. Unavoidably, CCACK’s coding overhead
protocals in the 2-flow case, but is higher with CCACK ing pigher than MORE's, since routers have to perform addi-
the 3-flow, and 4-flow case by 5.8% and 8.8%, respectivelyional operations both when transmitting and when receivin
Figure 7(b) plots the CDF of per-scenario relative Fl imy packet. However, all the additional CCACK operations are
provement with CCACK over MORE, defined similarly to thq)erformed onN-byte vectorsinstead of the wholeX-byte
relative throughput improvement in Section IV-B, with 2, 3pay|oad Therefore, in practical settings (e.g., wifi = 32

and 4 flows. We observe that CCACK improves fairness ind x — 1500), the coding overhead of CCACK is expected
more scenarios as the number of flows in the network increaggse comparable to that of MORE.

—in 40% of the 2-flow ScenariOS, 65% of the 3-flow ScenariOS, To Verify thiS, we measured the per-packet cost of the vari-

and 72% of the 4-flow scenarios. Similar to the throughpgys operations performed upon a packet transmissiontiecep

results, the improvement is very large for some scenarips: Hyeraged over all packets transmitted/received at all fiaae

to 74% with 3 flows, and up to 124% with 4 flows. This showghe 90 simulation scenarios of Section IV-B. Table | progide

again that CCACK improves throughput for some challenggfle average values and the standard deviations. The casts ar

flows, which completely starve with MORE. given in terms ofGF(28) multiplications, which are the most

Throughput vs. FairnessWe now investigate more closely expensive operations involved in coding/decoding [9].

the relationship between throughput and fairmness. Fig@@ 8 Construction of an ACK vector in CCACK requires on

shows the scatterplots of the relative total throughput imyyverage 11584 multiplications. The total coding cost imgra

provement per-scenario vs. the relative FI improvement pegfitting a packet (i.e., constructing a coded packet and an

scenario, in the 2-, 3-, and 4-flow experiments. ACK vector) in CCACK is only 24% higher than MORE'’s,
We observe that CCACK improves at least one of the tWssuming the worst case cost for packet encoding (48000

metrics in all but two scenarios (two points in the 3rd quatiramultiplications). If we use instead the average packet gincp

of Figure 8(a)). There are a few points in the 2nd quadrant fgpst at FNs (27240 multiplications), the total cost of traits

all three cases; these are scenarios, where CCACK improyigg a packet in CCACK is only 38824 multiplications, i.e.,
fairness, at the cost of a small total throughput decreaise. Tiower than MORE’s encoding cost at the souce.
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"The heavy tails of the 3-flow and 4-flow curves are not shown in 8Note that the source in CCACK does not have to construct an #kor,
Figure 6(b) for better clarity. and hence the cost at the source is the same as in MORE.



TABLE |
CODING OVERHEAD INCCACK IN TERMS OFGF(28) MULTIPLICATIONS.
OPERATIONS MARKED WITH(*) ARE COMMON INMOREAND CCACK.

and efficient way, oblivious to loss rates, and with pradiyca
zero overhead. The cumulative coded acknowledgment scheme
in CCACK also enables an efficient credit-based, rate contro
algorithm. Our evaluation shows that CCACK significantly
improves throughput by up to 20x and fairness by up to
124%, compared to MORE. The coding, memory, and header
overhead of CCACK are comparable to those of MORE,
making it easily deployable in WMNs equipped with routers

Operation Avg. | Std. Dev.
Packet Transmission
Coded pkt construction (src/FNs)F 48000/27240] 0/13128
ACK vector construction 11584 5369
Total (src/FNs) 59584/38824| 5369/10021
Packet Reception
Independence check* 326 156
H_tests 428 316
Rank ofH pkts in B, U B,, 292 169
Total 1046 416

When receiving a packet, the cost of checking for i
dependence (also in MORE) requires on average only 326
multiplications. The additional operations of performittee  [1]
H_tests (if the received packet comes from downstream) aridl
maintaining the rank of thél pkts in B, U B,, (if a received {i]
packet from downstream passes Al H_tests) require on
average only 428 and 292 multiplications, respectively,, i. [
their costs are comparable to the independence check co
The total cost of packet reception operations in CCACK is
only 1.7% of the total packet transmission cost. Hence, th€l
bottleneck operation in CCACK is preparing a packet for[s]
transmission at an FN with 32 innovative packetsdp.

In [9], the authors found that the bottleneck operation ir®!
MORE (packet encoding at the source) takes on averggg
270us on a low-end Celeron 800MHz, limiting the maximum
achievable throughput with MORE to 44Mbps with a 150081
byte packet. In CCACK, the cost of the bottleneck operation
is 24% higher, so we can expect a maximum achievahle]
throughput of 35Mbps. Note that this value is still highearih (3]
the effective bitrate of current 802.11a/g WMNs [25].
Memory overhead. Same as in MORE, routers in CCACKJ14]
maintain an innovative packet buffés, for each flow, and
also a 64KB look up table for reducing the cost of the Z5f(
multiplications [9]. With a packet size of 1500 bytes, theesi [16]
of B, is 48KB. The extra overhead in CCACK comes from thF17]
two additional buffersB,, and B,,,, which store, however, only
32-byte vectors, and not whole packets. In our implemeontati [18]
the total size ofB,, and B, is 2 x5 x 32 x 32 = 10K B, which
is relatively small compared to the size of MORE's strucurey;q
Header overhead. The N-byte ACK vector and the total
differential backlogAQ!?* are the two fields we add to thel2®]
MORE header. The differential backlog per flow is boundegy;
by the batch sizeV. With N = 32, two bytes are enough to
support up to 2048 flows, and the total size of the two ﬁeldsﬂ1 |
equal to 34 bytes. However, in CCACK, we do not include i
the packet header the transmission credits for the FNs,hwhic
are required in MORE. This can potentially make CCACKEB]
header smaller than MORE's depending on the number of FNS.

[24]

[15]

V. CONCLUSION

In this paper, we presented CCACK, a new efficient N 25]
based OR protocol. CCACK exploits a novel Cumulative
Coded Acknowledgment scheme that allows nodes to acknowl-
edge network coded traffic to their upstream nodes in a simple

with network coding capabilities.
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