An Empirical Study of Performance Benefits of Network Codingin
Multihop Wireless Networks

Dimitrios Koutsonikolas
Y. Charlie Hu
Chih-Chun Wang

TR-ECE-08-11
December 1, 2008

School of Electrical and Computer Engineering
1285 Electrical Engineering Building
Purdue University
West Lafayette, IN 47907-1285



Contents

1 Introduction

1.1 Previous Approaches . . . . . . . . . e e e
1.2 Our Approach, Roadmap, and Findings . . . . . . . . . . . . . . w0 ..

2 Methodology

2.1 Topology and Traffic Pattern . . . . . . . . . . . . . . . e e

2.2 Routing ......

2.3 Rate Control . . .

2.4 Network Coding . .

2.4.1 Opportunistic Coding (OpC) . . . . . . . . . e e e e
2.4.2 Coordinated Coding (CoC) . . . . . . . . e e

3 Overall Result

4 Analysis of Coding Opportunities

4.1 Analysis. .. ...

4.2 \Validation of Theoretical Result . . . . . . . . . . . . .. ... ...
4.3 Comparison of Theoretical and Practical Results . . . ... .. .. .. ... ... ......

5 Coordinated Coding
5.1 Microbenchmarks

6 Non-coordinated coding

7 Conclusion



Abstract 1

Recently, network coding has gained much popularity andrakpeactical routing schemes have been pro-
posed for wireless mesh networks that exploit interflow agtwoding for improved throughput. However, the
evaluation of these protocols either assumed simple tggedoand traffic patterns such as opposite flows along
a single chain, or small, dense networks which have ampleheaeing of each other’s transmissions in addition
to many overlapping flows. In this paper, we seek to answefulgamental question: how much performance
benefit from network coding can be expected for generaldrpfiiterns in a moderate-sized wireless mesh net-
work? We approach this question via an empirical study ohlemordinated and opportunistic coding based
protocols subject to general traffic patterns. Our studyehithe performance benefits under both types of coding
for general traffic patterns are extremely limited. We thaalgze and uncover fundamental reasons for the limited
performance benefits.

1 Introduction

Recently, network coding has gained much popularity as ejsiag technique for improving throughput of
routing protocols in wireless mesh networks. With netwankliag, a router can combine multiple packets within
a single transmission, thus making more efficient usageeohétwork bandwidth. The basic principle of network
coding can be easily explained through the 3-node scenamio fL1]. If node A wants to send a packel to
node B through an intermediate routét and B also wants to send packeg to A through the same routek,
then R can XOR the two packets and broadcast the encoded pagketps. ThenA can obtairpp by XORing
the encoded packet with its own packet, i@.4 © pp) ® pa, and B can obtainpy by (p4 ® pp) @ pp. This
reduces the total number of transmissions from 4 to 3, riespilh a throughput improvement of 4/3.

The work in [11] proposed COPE, a practical protocol thaeegs this basic principle and it allows nodes
to combine more than two packets together by exploiting tloadicast nature of the wireless medium through
opportunistic listening. [11] showed a several-fold gaitC®PE over a non-coding scheme on a wireless testbed
and claims that the maximum gain is unbounded. However,esutent works [5, 21, 15] identified practical
limitations of COPE, and showed that its gain highly depeoxdghe topology, traffic pattern or offered load.
Despite these works, the question of how much throughput fgpaim COPE-style network coding one can expect
in general topologies and for generic traffic patterns i spien. Quantifying the practical performance gain
from network coding is of timely importance, as it not onhiggeto guide the design of high performance routing
protocols, but also helps to justify the significant reshafforts being invested by the community on exploring
this new technique.

1.1 Previous Approaches

There have been two bodies of work that tried to quantify tigsmance gain of network coding in multihop
wireless networks. The first one studies theoretical upmemis of coding gain. The work in [17] showed
that the throughput gain in a multihop wireless network witliltiple unicast sessions is upper bounded by
2cﬁ% in 2D random networks, wheré is a parameter characterizing the intensity of interfeegremd
¢ = maz{2,vA? + 2A}. The work in [15] quantified thencoding numbesii.e., the number of packets a node
can combine together into a single transmission, showiatjithpractice it is not unbounded, as [11] suggests, but
it is bounded by geometric constraints. It then used thigltrés provide a tighter upper bound for the throughput
gain of network coding equal tﬁ%, wheren is the maximum encoding number at any node.

The above theoretical approach only estimates an upperdbimuarihe coding gain, by constructing best-case
coding scenarios. The estimated upper bound can be far fthievable for general topologies and traffic patterns.
Furthermore, in deriving the upper bound, it is often neaps$o make assumptions about a particular coding



structure, such as coding opportunities at a hotspot (&54) {hat is crossed by many flows, ignoring the facfthat
nodes adjacent to the hotspot may also perform network goahich can lead to higher gain.

The second approach (e.g. [5, 21]) identifies that oppastiencoding such as in COPE may, in practice, miss
several coding opportunities, depending on the order ircivhiodes in a neighborhood transmit packets. These
works then propose the use obordinatednetwork coding, in which transmissions of neighboring rodee
scheduled with the goal of maximizing the gain from netwaokling. The work in [5] characterizes the capacity
region of a multihop wireless network with a simplified versiof COPE, combined with backpressure-based
scheduling. However, this work provides only theoretiadults, making unrealistic assumptions of a slotted
MAC layer, and it is very difficult to implement in practice.h& work in [21] proposes a practical coordinated
coding protocol built on top of 802.11, which also includeskpressure-based rate control. This work also shows
that the theoretical gain (in the absence of packet losgwomopposite flows traversing a chainwohops isnz—fl,
and the practical protocol can approach this theoreticial. ddowever, in the evaluation, this work only considers
a superficial traffic pattern, consisting of pairs of petigcwverlapping flows going towards opposite directions.

1.2 Owur Approach, Roadmap, and Findings

The above discussion suggests that quantifyingttezage-casérather than providing upper bounds) through-
put gain of routing protocols based on network coding undactical scenarios, i.e., in a general topology and
under generic traffic patterns, remains an important opestin.

Since theoretically analyzing the average-case coding gaextremely hard, in this paper, we perform an
empirical study of practical coding gains by subjecting state-ofdhecoding based routing protocols to a general
topology and general traffic patterns. In particular, siapalyzing the performance of network coding gain under
arbitrary topologies is also hard, in this paper we focus ayeaeric, grid topology, one of the most obvious
candidate topologies in a planned deployment of mesh nkswor

We carry out our study by first describing the topology, taffattern, and coding schemes used in our study,
and justifying our choices in Section 2. We then present trexall throughput comparison results among no
coding, coordinated coding, and opportunistic coding Baseting protocols in Section 3. We then proceed to
give an in-depth explanation to the overall throughput carigon in three steps: We first analytically quantify
the amount of coding opportunities under a general traffttepain Section 4. We then analyze the factors that
contribute to the gap between the achieved gain of coortihahd opportunistic coding, respectively, and the
theoretical result, in Sections 5 and 6.

Our study shows the performance benefits under both oppstittiand coordinated coding are extremely lim-
ited. More importantly, we discover fundamental reasomgife limited performance benefits of network coding:
(1) There is an inherent limitation to the coding opportigsitfor general traffic patterns; (2) Codable flows are
typically much longer than non-codable flows and hence sidfe throughput to begin with; (3) Under coordi-
nated coding, the codable flows are squeezed by non-codabe dind hence suffer reduced flow rate, and hence
reduced performance benefit from coding; (4) While oppastim coding appears to capture more coding oppor-
tunities, it is also more susceptible to packet loss thamdinated coding and no coding, and this susceptibility
can result in lower throughput even compared to no coding.

2 Methodology

We used Glomosim [23] for our empirical evaluation studyoi@bsim is a popular wireless network simulator
with a detailed physical layer. We used t@ay propagation model. We set the transmission range to 250m; th
interference range, based on the physical model paramgtesin Glomosim was 460m. To facilitate network
coding, we used the 802.11 broadcast MAC protocol with a nahlink data rate of 2Mbps.

10ne such example is two opposite flows along the same chaiadsfsn in that case every node other than the two edge nodes may
perform coding operations.



2.1 Topology and Traffic Pattern

We chose a grid node placement for two reasons. First, itrig krard to analyze the more general case of
a random deployment. Grid placement offers a controlledreninent, where we can easily study the effect of
transmission/interference range on our results, and dt lad¢sps network coding, creating more opportunities for
flows to overlap with each other, compared to, e.g., a hexagganture. Second, we envision future deployment of
community WMNSs will largely be planned [18, 4]; such planrd&ployment not only improves the efficiency and
reduces the cost, but also simplifies control, managemediadministration of the network. We consider a square
area of dimension 1.2Kmx 1.2Km, and place 49 nodes in a grid topology. Based on thetseléransmission
and interference range we chose, each node can directly naioate with its 4 neighbors along the left, right,
up, and down directions. and it is within the interferencegeof its 2-hop neighbors. In other words, only 3-hop
neighbors can transmit simultaneously.

One particular feature of our study is that we considsparsenode deployment, which provides only one next
hop for each direction and no redundant node. This deploymees not provide any chance of opportunistic
listening, and hencat most 2packets can be coded at any node. This choice of deployméantatrast with
previous studies that have assuntethsemesh networks (e.g., [2, 1, 11]), and is chosen for two remséiirst,

a recent study [3] showed that even low-rate control ovathearon-forwarding links can have a multiplicative
throughput degradation on data carrying-links, and tHisotfivorsens as the node density increases, which creates
more non-forwarding links. Second, another recent stu®} §hows that a node density slightly smaller than
ours (about 30 nodes per Kincan provide 90% coverage in a currently operational meswaork [24]. The
same study argues that client-side solutions (e.g., higaier antennas) are much more cost-effective than denser
topologies. Note that in our case, 100% coverage is guadrttee to the grid placement.

Since in typical deployments of mesh networks all mesh nagegxpected to serve as access routers for some
clients, it is expected every mesh node will originate sora#fit. In our study, each node randomly selects a
destination among the rest 48 nodes and initiates a consti@fiow with a packet size of 1500 bytes for a fixed
duration of 1500 sec. We vary the sending rate from 10Kbpsou@Mbps while keeping it the same for all 49
flows.

Finally, we have also experimented with different packeesj different sets of 49 flows, and different grid
dimensions (network sizes). The results were qualitatitleé same as and quantitatively very similar to those
reported in the following sections and are omitted due tcsfiece limitation.

2.2 Routing

We did not use any of the coding-aware routing schemes freritdrature for several reasons, since either they
are centralized and difficult to realize in practice [22] bey are not deterministic and their control traffic may
add variance to the performance of the protocols we exardiggending on the topology and traffic used [14, 8].
In addition, we did not use any link quality metric (e.g. [6dn a grid structure like the one we used, links are
expected to have similar long term average link qualitiesydver short-term oscillations may cause frequent route
changes, which can reduce the amount of existing codingrappties and also makes the results of our study
non-deterministic. Instead, we used fixed, shortest patting in our study.

There are many possible shortest paths from a source to eat@st in a grid (unless the source and the
destination have one common coordinate). As we show in @e&j dimension-ordered routing (DOR) [7], a
well-known deterministic routing scheme for mesh and tanisrconnection networks for parallel computers,
gives more coding opportunities than a randomized shepi$t routing, which always randomly picks either
X-axis or y-axis to make forward progress at each hop, showFigure 1(a). In DOR, a message is routed in a
predetermined order, reducing to zero the offset in one dgiom before visiting the next, as shown in Figure 1(b).
In a two-dimensional grid, there are two ways of performin@®for a given flow (source-destination pair). We
propose to use a simple heuristic scheme to maximize thagagtiportunities of different flows. In the proposed
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Figure 1. Dimension-ordered routing.

scheme, each node decides which dimension to traversedsstlon the relative orientation of the destination, as
shown in Figure 1(c). Figure 1(d) shows an example of patctien based on the heuristic of Figure 1(c), where
the relative locations of destinatiod1 (with respect to sourc&1) and D2 (with respect to sourc82) belong to
area and6, respectively. The three overlapped hops of the two selguihs create two coding opportunities.

2.3 Rate Control

A subtlety in evaluating coding based protocols is that thie fom network coding increases when the offered
load in the network is increased, which creates more codampaunities. For example, in [11], the gain of COPE
is maximum for offered load close to 6Mbps, in a network ofacty equal to 6Mbps. However, letting the
sources transmit at high data rates without any control ead the network to congestion, and hence significantly
reduced performance, as shown in [16, 13]. For this reasooui study, we added rate control when comparing
different protocols. Since TCP, the de facto reliable tpams layer protocol for the wired Internet, has been
shown to perform poorly in multihop wireless [9, 12, 10], dntkract poorly with network coding [11], we used
CXCC [20], a hop-by-hop backpressure-based congestiotatqgmotocol.

Briefly, CXCC performs congestion control based on one sinpaickpressure rule: a node is allowed to trans-
mit a packet only if it has overheard the next hop forwardimg previous packet. This rule, in addition to efficient
congestion control, also offers hop-by-hop reliabilityjyce overhearing the downstream node transmitting a packet
is an implicit acknowledgment that the node had receivedatdeal with packet loss, CXCC uses a small con-
trol packet, called Request For Acknowledgment (RFA), tplieikly query the next hop node if a node has not
overheard the next hop’s transmission for a long time.

2.4 Network Coding
There have been two alternative approaches to developawiqgal interflow coding-based routing protocols,

based on eitheopportunistic codingor coordinated coding We study the performance benefits for both ap-
proaches in this paper.



2.4.1 Opportunistic Coding (OpC) >
COPE [11] is the first practical implementation of networklicw. It performsopportunistic network coding.e.,
nodes mix (XOR) packets whenever they get an opportunityotsal but they never delay packets waiting for
coding opportunities to arise. COPE relies heavily on oppustic listening of all the transmissions in a node’s
neighborhood, in order to identify coding opportunitiegddt also leverages ETX [6] measurements, in order
to guess the probability of decoding. In addition, nodesigegriodic reception reports to notify their neighbors
about which packets they have, and cumulative acknowledtgrie improve reliability (COPE is unreliable). All
these features add a lot of variance to the protocol’s perdmice.

To include rate control, we used a variation of COPE that iswke integration of CXCC and COPE (also used
in [21]). In this version, CXCC takes care of hop-by-hopabllity, and hence cumulative acknowledgments are
not needed.

2.4.2 Coordinated Coding (CoC)

To overcome the fact that COPE and CXCC+COPE do not offer aayagtee that coding opportunities will arise,
even in the case where two opposite flows are perfectly queirlg with each other, noCoCo [21] was proposed to
performcoordinated codindgo ensure that nodes will not miss any coding opportunitiesCoCo extends the idea
of CXCC for network coding by applying backpressure to twerapping flows flowing in opposite directions.
If a node sends out a coded packet, i.e., an XOR of two packats tivo different flows, then from that point
on, it is only allowed to transmit coded packets from those tilews. After the transmission of a coded packet,
the backpressure is released when the node receives ong padeet from its right neighbor and one from its
left neighbor. Those two packets act as implicit acknowtedgts for the previous coded packet sent out by the
node (one from each side) but they also provide the node withnew packets (one from each flow) which can
be mixed together.

noCoCo was designed to fully exploit coding opportunitieperfectly overlapping, bidirectional flows. In a
network with many flows, there can be more than two flows thattigly) overlap with each other, and hence
multiple ways to perform pair-wise coding. However, noCa@poitself does not have any mechanism for de-
termining which flows should be coded together. To captuissipbe maximal coding opportunities, we use an
offline centralized greedy heuristic to identify pairs offtothat should be coded together, by iteratively pairing
up flows that have the maximum number of coding opportunitiEsensure such identified pairs of flows to be
mixed, in our simulation, we start such pairs of flows oneradteother.

In this paper, we use CXCC, CXCC+COPE, and noCoCo as refiadsenstate-of-the-art protocols dfo
Coading (NoC),0OpportunisticCoding (OpC), andCoordinatedCoding (CoC) protocols, respectively. We expect
the relative performance of these protocol to generalizether example protocols. For brevity, we will denote
the three protocols simply as NoC, OpC, and CoC in the resteopaper.

3 Overall Result

Figure 2 shows the total throughput achieved by the 49 flowmimsimulation with NoC, OpC, and CoC, as
the source sending rate varies. We make the following obsens. First, we observe that the performance of
all three schemes is similar. The gain of CoC over NoC aftercttnvergence of throughput, i.e., after the source
sending rate is higher than 500Kbps, is only 6%—-11%. Thesgbats are much lower than the ones reported
in [21], which considered the most ideal environment fommek coding where only bidirectional flows were
used. One may conjecture that, in a network with random fl@&sC can potentially outperform CoC, since it
may identify more coding opportunities, without tying tdiger specific pairs of flows. However, Figure 2 shows
that the throughput with OpC is worse than with CoC. In fatisieven lower than that with NoC (by about
2%—7%).
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We contrast our results to those in previous studies. Estresult is different from the one in [21], in which the
performance of OpC lies between the performance of NoC aamtcbfiCoC. Again, the reason is that bidirectional
flows were used in [21] which offered more coding opport@sittcompared to in our settings. Although some of
those opportunities were missed, because of the lack otlzwiron, the remaining were still enough to increase
the throughput compared to NoC. Second, our result is vdfgrdnt from the one reported in [11], where in a
random topology and with a random traffic pattern, the oal@OPE protocol (OpC) offered a 3-4x throughput
increase over NoC. This significant gain is due to the smaith(a total of 20 nodes) and dense network used
in [11], where flow lengths vary between 1 and 6 hops. Suchtmgetffered high overhearing probabilities,
giving nodes the chance to XOR more than 2 packets togetieoritrast, our evaluation was done in a larger and
sparser network, with dimensions and settings closer teethne believe will be featured by future WMNSs. In this
network, overhearing does not add any benefit, and the flogthsrare much larger, varying from 1 to 12 hops.

In the rest of the paper, we look inside our overall throughesult to uncover the fundamental reasons why
network coding exhibits such low performance benefit foragahtraffic patterns in a sparse network deployment.

4 Analysis of Coding Opportunities

In this section, we first show that DOR creates coding oppdras that scale well with the (shortest) path
length of the flows for general traffic patterns in a large retv We then measure via the simulations the precise
expected amount of coding opportunities for such geneaffidrpatterns.

4.1 Analysis

We analyze the asymptotic behavior of the proposed DOR &swi®l Consider am x n grid. Each of then?
nodes sends packets to one uniformly randomly chosen déstin There are thus? flows and letl” denote the
total number of transmissions required to send one packetzch of the:? flows without using network coding.
The flows can also be grouped iMidn? pairs. As discussed in Figure 1(d), for each pair of flows,rtheber
of coding opportunities is the number of consecutive oygrtal hops with the two flows going in the opposite
directions minus one. Lef denote the sum of coding opportunities of all pairs. Sinéedint pairing of flows
will lead to differentS, we useS* to denote the maximum coding opportunities for any pairihfioovs. We then
have

Proposition 1 For anye > 0, the probability that{% > (% — €)} approaches one whentends to infinity.

Note that as a lower bound, the above proposition impliesdfian with unidirectional traffic (with random
sources and destinations) rather than bidirectional ¢raiOR guarantees a constant, linear fraction of coding
opportunities over the total number of transmissions fdiicantly largen.

Proof: Consider a subnetwork of thexn grid that consists of 8 x a sub-grids as illustrated in Figure 3. For easier
reference, we termed the lower left sub-grid tihel) grid and the upper right sub-grid tti¢, 2) grid. We choose
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Figure 3. Proof figure: a subnetwork of the  n x n grid that consists of 8 a X a sub-grids.

to be some constant fractionof which tends to infinity as tends to infinity. The&;s ande used below are strictly
positive constants that can be made arbitrarily close to.z€onsider all nodes in thd, 2) grid that have their
randomly chosen destinations in thg 1) grid. With sufficiently largen, there ares? ((%)2 - 51) such nodes
with close-to-one probability. We denote these flowgB2;4,1) flows. The destinations of thegeé, 2;4,1)
flows are evenly distributed in thet, 1) grid in the sense that for any-coordinate, there are ((%)2 — 52)
destinations, not necessarily distinct, having the saroeordinate.

Similarly, there area® source nodes in thét, 1) grid anda? ((%)2 - 53) of them have destinations in the
(1,2) grid, which are termed thét, 1; 1,2) flows. The source nodes of thegg 1; 1, 2) flows are again evenly
distributed such that for any-coordinate there are ((%)2 - 54) sources having the samecoordinate. By our
rules of DOR (Figure 1(c)), anyl, 2;4, 1) flow will travel vertically to the bottom first and then horizally to
the right. Similarly, any(4, 1; 1, 2) flow will travel horizontally to the left first and then vertily to the top. We
can then pair these two types of flows to introduce coding dppiies. Since for the samg-coordinate, the
number of(1, 2; 4, 1) destinations ir{4, 1) and the number of4, 1; 1, 2) sources in4, 1) are equally matched, we
can construct ((%)2 — 55) pairs of flows for any givemy-coordinate. Figure 3 illustrates one such pair. This pair
of flows will induce at leas2a + 1 consecutive overlapped hops and thus have at fzasbding opportunities.
By summing up the coding opportunities for differegptoordinates, the achievableby this particular pairing
between(1,2;4,1) and (4,1;1,2) flows is> «a (a ((%)2 — 55)) 2a. By choosinga = n/4 (since4a must
be no larger tham), we have that with close-to-one probability, the pairirgvibeen(1,2;4,1) and(4,1;1,2)
flows will lead to (5% — 55) n? coding opportunities. We can also consider 12 similar pgsiof flows such as
(1,24 k;4,1 + k) versus(4,1 + k; 1,2 + k), (1,1 + k;4,2 + k) versus(4,2 + k; 1,1 + k), (1 + k, 1;2 + k, 4)
versus(2 + k,4;1+ k,1), and(2 + k,1; 1 + k,4) versus(1 + k,4;2 + k, 1) for k = 0,1,2. As aresult, thes of
the above pairing is no less thag3 — d)n3. Since the maximum transmission for each flowsis— 2, the total
number of transmissior® is < n?(2n — 2) < 2n3. Jointly, we have that the probabilit&% > (2—26) — e} tends

to one whem tends to infinity. Since the optimal pairing will lead to &1 > S, the proof is complete. []

Note that DOR is a critical component for achieving this éinaumber of coding opportunities for each pair of
flows. Let(xs, ys) and(z4, y4) denote the coordinates of the source and destinaBl@R chooses a unique route
along the edges of the rectangle spanneddyy;) and (x4, y4), which greatly enhances the number of coding
opportunities. If a shortest path is chosen randomly withising DOR, then the path frofas, ys) to (x4, yq) will
zig-zag within the rectangle, which is unlikely to resultdonsecutive overlapped hofsee Figures 1(a), 1(b)).

4.2 Validation of Theoretical Result

The analysis above shows DOR guarantees coding oppoetsiailymptotically proportional to the flow lengths.
To measure the precise coding gain under general traffienpaiti.e., each source initiates a flow to a random
destination, we resort to a simple simulator that assumedesat MAC and physical layer without contention or



7000 8

B NoC non-coded
6000

CoC coded
CoC non-coded
5000
4000
1000 I I |
o — me B I

5x5 7 9x9  11x11 13x13 15x15 17x17 19x19 21x21

ions

w
1
3
3

Number of Transmissi
N
8
8
3
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packet losses, to count the total number of transmissiangres in order to deliver one packet from each source
to its corresponding destination with and without codingitiModing, we again used our greedy heuristic to
identify pairs of flows that should be mixed together, in orlemaximize the coding opportunities.

Figure 4 shows the total number of transmissions withoutrgpend the total number of coded and non-coded
transmissions with coding as the grid size varies, assumlingpding opportunities are captured by the routing
protocol. The results are average over 10 different setsogisfl It confirms that coding opportunities scale
proportionally with the average flow lengthln particular, the percentage of coded transmissions Wit Gver
the total number of transmissions with NoC increases frofb bh average in a 5x5 grid up to 31% on average in
a 21x21 dimension grid, far better than the lower bound gimd?Proposition 1. Nevertheless, for practical network
sizes (less than 100 nodes), the number of coding oppadsirdnd hence the expected throughput improvement
are rather small (less than 23%).

4.3 Comparison of Theoretical and Practical Results

We now return to the set of the 49 flows used in the simulatiaiglysin Section 3 and compare the total
number of non-coded and coded transmissions obtainedamtla@d in practice. Figure 5(a) shows the predicted
(from Section 4.2) total number of transmissions for thatasélows without (NoC) and with (CoC) coding. We
observe that the total number of transmissions require@lived one packet from each source to its corresponding
destination is reduced from 232 with NoC to 189 with CoC, auptidn of 22%, i.e., there arg32 — 189 = 43
coded transmissions.

However, the reduction in the total number of transmissimos simulations is much worse than the above
predicted values. Figure 5(b) shows, compared to NoC, CaldOpC reduce the total number of transmissions
by only 0.5% and 7.8%, respectively, much lower than the ipted 22% reduction. These small reductions
in transmissions resulted in 11% higher throughput for Ca€ 296 lower throughput for OpC, compared to
NoC, as shown in Figures 2. Note that we cannot make any dimeotlation between the reduction in the total
transmissions and the total throughput improvement, dimed9 flows under consideration have different lengths;
reduction in the number of transmissions only gives an atiio of possible throughput improvement.

In summary, we saw that for general traffic patterns, thertiteally predicted coding opportunities and hence
potential reduction on the number of transmissions witlmoek coding is already small. However, the comparison
of the theoretical result with the practical one raised a benof intriguing questions. Q1: Why is the number of
coding opportunities captured in practice even lower thantheoretically predicted number? Q2: When flows
follow a random traffic pattern, why does OpC discover mordirng opportunities than CoC, although the latter

The scaling is actually slightly faster than linear, duette discretization effect for small grid sizes.
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is guaranteed to capture all the coding opportunities afywae overlapping flows? Q3: Why is the throughput
with CoC higher than the throughput with OpC although OpCaliers more coding opportunities than CoC? In
particular, why is throughput with OpC even lower than witb@®

In the next two sections, we analyze separately CoC and Oplétail, to find the answers to the above ques-
tions.

5 Coordinated Coding

We begin with coordinated coding (CoC).

Separating codable and non-codable flowsln trying to answer the above questions, we take a closer &ok
the 49 flows by breaking them into two classes. Flows that hail packets coded with packets from other flows
at one node at least belong to clas$' (codable flows). All the remaining flows, which had all theagets
transmitted non-coded belong to cld8€’ F' (non-codable flows). Flows of clagsF' are the ones that contribute
to the reduction of the total number of transmissions duetiing. With CoC, once a node decides to mix together
two packets from twa' F' flows, it will mix togetherall the subsequent packets belonging to those two flows. We
found that out of the 49 flows we initiated, only 24 belong tassiC'F’, and the remaining 25 belong to class
NCF. These numbers show again the low number of coding opptigansince half of the flows could not be
mixed with any other flow.

We repeated the experiment of Section 3, however, this timengasured separately the total throughput of
the 24C'F flows and the 25VCF flows. The results are shown in Figure 6(a). We observe tlea28WC F
flows achieve much higher throughput than the(2#& flows, both with NoC and with CoC. More surprising, the
throughput of the 24 F' flows is less with CoC than with NoC. In other words, the useaifwork coding has a
“squeezing effect” on the flows that actually have their pasknixed together, reducing the total throughput of
those flows by 40% - 53% in the steady state (i.e., for offeced Iper source higher than 500Kbps), while the
throughput of the remaining flows, whose packets are nevegdrtogether, increases by 10% - 18%. In fact, these
25 NCF flows utilize almost the whole network capacity, since thefal throughput is one order of magnitude
larger than the throughput of the ZAF flows. This explains why the total throughput with CoC is tégithan
with NoC in spite of the small number of coding opportunitiaad in spite of the fact that thelative throughput
decrease for the 24'F" flows is much larger than the relative throughput increasa@P5NCF' flows.

To verify that this counter-intuitive result is not due taxs®artifact in the protocol implementation, we repeated
the simulation for CoC with only the 2&'F flows present in network. We also repeated the simulation for
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NoC twice, first only with the 240 F flows, and then only with the 28/C'F flows2 The results are shown in
Figure 6(b). We observe that the results for the’2# flows are reversed, compared to Figure 6(a); when only the
24 C'F flows are present in the network, the throughput with CoC & 2figher than with NoC. This confirms
that coding indeed helps when all flows are codable. It istkeraction ofC'F' vs. NCF flows that causes the
counter-intuitive result in Figure 6(a)! Note that all tresults in [21] were obtained from settings similar to the
one in Figure 6(b), with only” F' flows present in the network.

Correlating with flow lengths. In Figure 6(b), we also observe that the throughput of thé&/25F" flows, without
the presence of the 24 F flows, is more than 2.5 and 3.2 times higher than the througbptihe 24C F flows
with network coding and without network coding, respedtiv@o understand this, we correlated the total number
of transmissions of packets from each of the 49 flows with émgths (in terms of hopcounts) of the flows, when
all of them are simultaneously present in the network.

3The result for CoC with only the 25/ C'F flows present is exactly the same as the result with NoC, sirere is no coding opportunity
(i.e., no overlap) among those flows.



Figures 7(a), 7(b) show that the Z8CF flows are on average much shorter than the(2& flows. The
hopcounts for theVCF' flows range from 1 to 7, with an average hopcount of 3.2, widtetlie C F' flows they
vary from 3 to 10, with an average hopcount of 6.3. This isitivie, since the longer the two flows, the higher the
probability that they will overlap (at least partially),eating some coding opportunities.

Figures 7(c),7(d) plot the normalized number of data trassions for a flow with respect to its hopcount,
which gives a clear indication of the corresponding thrqughfor that flow. To make this calculation correct,
each coded packets is counted twice, once for each flow. Tigeses show again that the normalized number of
transmissions (i.e. throughput) for tRéC'F flows are in general much larger than those for ¢hE flows, and
again these numbers for most of the”' F' flows are higher with CoC than with NoC, but lower for most of th
C'F flows, which explains the throughput results in Figures 2 @z].

5.1 Microbenchmarks

We have seen that with network coding, the throughput' 6t flows decreases, while the throughput/éf® F'
flows increases, and we have correlated this initially cedimttuitive result to the lengths of the flows. To better
understand this correlation, we developed 3 microbencksnaising toy topologies taken from the 49-node grid
topology, as shown in Figure 8.

Microbenchmark 1: Throughput as a function of flow length. With this microbenchmark, we use a single
flow to study the throughput of a flow as a function of the flongén We used nodé/1 as the source and we
change the destination, traveling along the outer row atghwo of the 49-node grid, as shown in Figure 8(a),
thus varying the flow length from 1-12 hops. Figure 8(d) shdwesthroughput initially decreases rapidly as the
hopcount increases, but it finally stabilizes, due to spatiase. SinceVC'F flows are in general much shorter
thanCF flows, it is expected to achieve higher throughput. Howewegection 5 we saw thaVC'F' flows had

an average length of 3.2 hops, afid flows had an average length of 6.3 hops — hence, accordingytwe=8(d),
their throughput difference should be about 23%. Howeves, dctual throughput gap was much larger as we
observed in Figure 6(a).

Microbenchmark 2: A long and a short NC'F' flow competing with each other. With this microbenchmatrk,
we study the interaction between a long and a short flow, wheyndre competing with each other, i.e., they are in
the interference range of each other. We use a 10-hop flow fimaie V48 to nodeN8, and a 2-hop flow parallel

to the long one, as shown in Figure 8(b). We repeat the siionldhree times, changing the location of the short
flow: from nodeN28 to nodeN42, near the source of the long flow (case 1), from ndd2to node N4, near
the destination of the long flow (case 2), and from nddgto nodeN 14, in the middle of the long flow (case 3).
The results for all three cases are shown in Figure 8(e).eSime two flows are in the interference range of each
other, ideally they should share the bandwidth bottleneukget equal throughput. However, we observe that in
all 3 cases, the short flow outperforms the long one, by 16%%,3hd 148%, respectively. Hence, we observe
that short flows win the competition against long flows, getta larger fraction of the available bandwidth, and
the impact is larger when the short flow is located near thedhaidf the long flow.

Microbenchmark 3: Two CF flows competing with an NC'F flow of equal length. We now study the inter-
action betweerC'F' flows and NCF' flows, when they are in the interference range of each othexr.waht to
study this interaction independently of the flow lengths)deewe used three flows of the same length, as shown in
Figure 8(f). We initiate two perfectly overlapping flowsateling towards opposite directions2 from node N2

to nodeN4, and F'3 from nodeN4 to nodeN2, which create the well-knowdon-and-Dinascenario from [11].
The intermediate nod&’3 can mix together packets from these two flows, and CoC gusgarthat it does not
miss any coding opportunity, i.e., it always has one paakehfeach flow available, and it transmits only encoded
packets. We initiate another flow1, from nodeN17 to nodeN3. This is anNCF flow, since its packets can
never be mixed with the packets of any of the other two flows.régeat the experiment twice, once with NoC,
and once with CoC. Since all three flows have the same lengthalhnodes are in the interference range of each
other, they should ideally get all the same throughput. H@wnd=igure 8(c) shows with both schemes, €' F'



N48
N49 ® C@ nao
N42 N41g N42
N35 N34 3;”
N27
N28 s
N20
N21 No NIO N21
N8 N11 N12 | [N1s

N14 N14
pteeeeey

N1 N2 N3 N4 N5 N6 N7 Case 2 Case 3

(@) Microbenchmark 1: (b) Microbenchmark 2: A
Throughput as a function of  long and a shortVC' F' flow
flow length. competing with each other.

\ = Long flow Short flow
1400 -
1200
00 |
1000
600
200
00
100
200
Case1 case2 Case3

8 9 10 1 12

Throughput (Kbps)
@
8
Throughput (Kbps)
8

12 3 4 s

6 7
Hopcount

F1
N17

N10

F2
N2 O—@—@ N4
N3 F3

(c) Microbenchmark 3: Two
CF flows competing with
an NCF flow of equal
length.

 Flowl
400 FlowZ

350 = Flow3
300
250
200
150 —
100
50
0
NoC CoC

Throughput (Kbps)

(d) Microbenchmark 1 re- (e) Microbenchmark 2 re-

sult: Throughput decreases sult: A shorterNCF flow

with flow length. “squeezes” a longerM C'
flow.

(f) Microbenchmark 3: Two
CF flows are “squeezed”
by an NCF flow of equal

length.

Figure 8. 3 microbenchmarks explaining the performance dif ference between CF and NCF flows

with CoC and NoC.

12



13

2500 2500

2000 2000

~-NoC-NCF alone -=- CoC-CF alone

1500 1500

-6 OpC-CF alone -#-NoC-CF alone

ghput (Kbps)
ghput (Kbps)

~&-CoC-NCF ~+-NoC-NCF -8-0pC-NCF
- & CoC-CF -4 NoC-CF -G OpC-CF

1000

oy
S
3
3

Throu,
Throu,

@
3
3

@

3

3

H
0 [
0 200 400 600 800 1000 1200 1400 1600 1800 2000 0 200 400 .c00 800 1000 1200 4400 1600 1800 2000
Offered Load per source (Kbps) Offered Load per source (Kbps)

(a) Total throughput for the 2¢'F (b) Total throughput for the 2&'F
flows and 25NV C' F' flows with CoC, flows alone and the 2B5/C'F flows
NoC, and OpC when they coexistin  alone with CoC, NoC, and OpC ina
a 49-node grid. 49-node grid.

Figure 9. Throughput comparison of ~C'F and NC'F flows with CoC, NoC, and OpC when they coexist
and when they are alone in a 49-node grid.

flow F'1 gets higher throughput than the twioF flows. Also, when we move from NoC to CoC, throughput
of each of the twaC' F' flows, which now have their packets coded together at ngdeis reduced by a small
percentage of 2%, although according to [11], it shouldéase by 33% (since the total number of transmissions
required for these two flows is reduced from 4 to 3). On themdtlaed, the throughput of th¥ C'F" flow increases

by 32%. We thus see that, although the number of transmissemuired for the twa'F' flows is reduced, this
reduction is not translated to a throughput improvemente fidason is that with coordinated coding, these two
flows are tied to each other, and nal¥@ cannot proceed unless it has a new packet from each of theentwith
C'F flows have to compete not only against each other, but alsasighe NC'F’ flow. Even if one of them, say
F2, wins the competition, and sends a packedt& N3 cannot forward the packet until it also receives a packet
from the otherC'F flow. And F'2 cannot compete again for the channel due to backpressuesstih receives

a coded packet frofV3. This slack favors theVC'F flow F'1, which experiences less contention, and can send
packets at a faster rate.

6 Non-coordinated coding

We now return to OpC. In Figure 5(b), we saw that OpC had a fdrgetion of coded over non-coded trans-
missions, compared to CoC. Yet it has the lowest total nurobeatal transmissions, and in Figure 2 the lowest
total throughput, among the three schemes. To explaindkigdt; in Figure 9(a) we plot separately the throughput
with OpC for the 25NV C'F flows and the 24 F flows. We also keep the same breakdown for NoC and CoC from
Figure 6(a) for easier comparison.

Figure 9(a) shows that OpC exhibits exactly the oppositebiehcompared to CoC. With OpC, the throughput
for the 24C F flows increases compared to NoC, while it decreases for th€ 2% flows. Actually, the through-
put with OpC for the 24 F' flows is the highest among the three schemes, and on the @thdy the throughput
with OpC for the 25N C'F flows is the lowest among the three schemes. Consistent w#lobservation is our
finding that the number of data transmissions per flow with @jpp&ps for most of theVC'F' flows, compared
to with NoC, while it increases for most of théF" flows, i.e., the trend is opposite from with CoC (we omit
the graphs due to space limitation). This suggests@hatflows have some “squeezing effect” onC F' flows,
although not very strong, sind€C'F’ flows still achieve much higher throughput th@i#" flows.
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OpC misses coding opportunities betweer' F' flows (alone). To understand coding opportunities captured
by OpC, we first repeated the simulation with OpC for the(2A flows defined in Section &lone The result is
shown in Figure 9(b), in which we have also added the cunaes frigure 6(b). for easier comparison. We observe
the throughput of the 24’ F flows with OpC is only slightly better than with NoC (less the#b difference), and
lower than with CoC (10-15% difference). This suggests tha network with onlyC'F flows, which exhibit
many coding opportunities, OpC actually misses many of tllemn to lack of coordination, resulting in lower
performance than CoC.

OpC finds coding opportunities betweenC'F' and NCF' flows. Actually, since OpC applies only one-way
backpressure to individual flows and it never ties two flowgetber after XORing one packet from each of them,
the classification of F and NC'F flows, which we carried over from Section 5, has no meanin@joC. In other
words, OpC can potentially mix packets fratf¥' flows with NC'F' flows. Figure 10 shows the breakdown of the
total number of transmissions with CoC and OpC, separatethéo24C F' and 25N CF flows (according to the
classification based on CoC), into coded and non-coded faremyurce sending rate equal to 2Mbps. Again each
coded packet is counted twice, once for each flow.

We make two observations from Figure 10. (1) The 4th bar, Wwikitows the total coded transmissions under
OpC, is much higher than the 2nd bar, for the total coded méssons under CoC, suggesting in total OpC cap-
tures more coding opportunities. (2) With OpC, the majoatycoding opportunities come from coding between
CF flows andNC'F flows, as shown by comparing the coded portion of the 3rd aed4th bars. Hence we
observe a tradeoff with OpC compared to CoC; OpC misses madling opportunities among codable flows due
to lack of coordination, but, on the other hand, it capturesercoding opportunities between random pairs of
flows

Why is the total throughput with OpC the lowest among the three schemes, lower even than with NoCPo
understand the reason for this fundamental question, weaghkin in Figure 11 the total number of transmissions
with each scheme, and their breakdown into coded and noeecodes, as in Figure 5(b), but this time we also
count retransmissions (all previous figures that showedbaurof transmissions did not include retransmissions).
We observe that when retransmissions are also counted, @g€sthe largest number of transmissions, followed
by NoC, and then by CoC. Also, the increase in the total nurnbansmissions when counting retransmissions
is 13% for NoC, 12.5% for CoC, and 23.5% for OpC. This impliesttOpC is the most sensitive to packet failures
among the three schemes, and it is forced to make many ratissiens. This explains why OpC achieves the
lowest throughput and CoC achieves the highest, among the ithemes.

Although the difference in the total number of transmissiamcluding retransmissions is less than 2%, this
difference has a larger impact on throughput differenceq®@as 6-11% higher throughput than NoC, which in
turn has 2-7% higher throughput than OpC, as we saw in Figyferzhe following reasons. (1) Retransmissions
are incurred after exchange of various types of control peckOpC, which suffers most from packet losses, also
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transmits the largest number of control packets, which eddace the available bandwidth for data transmissions.
(2) If we look at the ratio of coded transmissions with resiamssions over coded transmissions without retrans-
missions, for each of the two network coding schemes, werebdkis ratio to be 1.53 for CoC, and 1.99 for OpC.
Hence, coded transmissions with OpC are more sensitivedkepéosses than with CoC, and the large number of
retransmissions required for those transmissions caadelgye fraction of the benefit of network coding.

The combined effect is that the throughput@f flows with OpC does not increase as much as with CoC,
because of the increased number of retransmissions anakpatkets, and on the other hand, the throughput of
NCF flows is reduced with OpC, also due to the increase in the nuwmbtransmissions, and the squeezing
from C'F flows. Since throughput of the longF' flows is much lower than throughput of the shafC F' flows
to begin with, the small increase of the former is not enougbampensate for the decrease of the latter, and the
overall result is reduced throughput with OpC compared t&€No

7 Conclusion

In this paper, we presented an empirical study of alverage-casgerformance gain from adding network
coding to routing protocols in wireless mesh networks. Qudg shows the performance benefits under both
coordinated and opportunistic coding for general traffittgras are extremely limited. More importantly, we
investigated and uncovered the fundamental reasons fdintiied performance benefits: (1) There is an inherent
limitation to the coding opportunities for general traffiatferns; (2) Codable flows are typically much longer
than non-codable flows and hence suffer low throughput tinbeigh; (3) Under coordinated coding, the codable
flows are squeezed by non-codable flows and hence sufferaddlog rate, i.e., reduced performance benefit from
coding; (4) While opportunistic coding appears to captumarcoding opportunities, it is also more susceptible
to packet loss than coordinated coding and no coding, asdsthsceptibility can result in lower throughput even
compared to no coding.
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