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ABSTRACT

The problem of bandwidth estimation has been extensivelg- st
ied in the wired Internet and recently, in 802.11 wirelessvoeks,
however, no tool has been developed so far for cellular négsvo
Although cellular networks share many common charactesistith
802.11 WLANS, they also have many differences which make it
unclear whether tools developed for 802.11 WLANS can also be
used in cellular networks. This paper presents the firstystdidhe
feasibility of fast bandwidth estimation in 3G networks. ¥fady

the applicability of a state-of-the-art probe-based tawl§02.11
WLANSs on a commercial 1x EVDO network. We find that estimat-
ing bandwidth with a probe-based tool is very difficult in E@D
networks, due to the short-scale dynamics in this type afioss.

Categories and Subject Descriptors

C.2.1 [Computer Communication Networks]: Network Archi-
tecture and DesignWireless Communication

General Terms
Measurement

1. INTRODUCTION

Cellular networks are increasingly being used for prowvidin-
ternet access. The advent of 3G technology has providedatats
sufficient to support many Internet applications, such asaiEm
Web browsing, bulk data transfers, and media streaming,ngak
cellular networks a strong competitor to 802.11 WLANSs asaabr
band access technology.

CDMA 1x Evolution-Data Optimized (EVDO) [1] is one of the
3G technologies adopted by many cellular providers in séeeun-
tries. The more recent 1x EVDO Revision A system offers peak
data rates of 3.1Mbps on the downlink, from the base staBS) (
to the user, and 1.8Mbps on the uplink. The 1x EVDO downlink is

opportunistic scheduling scheme that tries to increasar#iaa-
pacity while providing fairness to all users in the same@edthe
main idea is that not all users will have poor channel qualityhe
time; hence, the overall system throughput can be imprdveaich
user is only served when its channel is good.

Bandwidth estimation refers to the measurement of a baritiwid
related metric over a network path, performed only by the end
hosts, without access to the intermediate routers. The pinst
ous way to perform the measurement is via a direct downlazd fr
the source to the destination of the path of interest. Todatime
intrusion of a direct download and reduce the measuremed, ti
researchers have developed a series of tools that try tmasti
a bandwidth-related metric by sending only a few probe packe
and exploiting techniques such as packet pair or packaet ttiak
persion [9, 6]. Bandwidth estimation tools will become intpat
for 3G cellular networks, for applications such as videeatning
(as in other types of networks), but also potentially fooaihg de-
vices such as smartphones, with multiple interfaces, taayoally
select the best technology (802.11 or 3G) to connect to.

The problem of bandwidth estimation has been extensivaly-st
ied in the wired Internet and recently, in 802.11 wirelessvoeks,
however, no tool has been developed so far for cellular nédsvo
Although cellular networks share many characteristics\8@2.11
WLANSs, they also have many differences which make it unclear
whether tools developed for 802.11 WLANS can also be used in a
cellular network. In particular, the rapid channel rategtdtion (at
timescales of 1 millisecond [18]) and the use of the PF sdeedu
at the BS make it unclear whether bandwidth estimation i eve
feasible in such networks.

This paper presents the first study of the feasibility of fzstd-
width estimation in 3G cellular networks. Using a statettod-art
bandwidth estimation tool for 802.11 WLANSs [17], we condeatt
measurements in a commercial 1x EVDO Revision A network at
different locations and different times of the day with theabof
evaluating the applicability of the tool on a 3G network. Ws-d
cuss the challenges associated with bandwidth measurerrent

a TDMA slotted system. The BS selects one user in each slot andcommercial 3G networks in contrast to in controlled lab eowi

transmits to it with full power at the requested data ratent@e
to this selection is the use of a Proportional Fair (PF) algor, an
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ments. Our results show that fast bandwidth estimationutjiiea
few probe packets is not feasible in EVDO networks. We also an
alyze our measurement data to reveal the reasons for thiineg
result.

2. RELATED WORK

There have been many tools proposed for capacity and alailab
bandwidth estimation in the wired Internet [13, 6, 7, 19,0, 25,
25, 24, 8].

Recently, researchers have shown that these tools cannsede
in wireless networks, due to the different characteristit$hese



networks which invalidate many of the assumptions madeHer t
wired Internet [14, 10, 16].

This observation has lead to new tools, which take into aacou
the different characteristics of wireless networks, arsb grovide
a faster estimation than Internet tools, to deal with charigehe
bandwidth due to channel variability [14, 10, 17]. One commo
characteristic of these tools is that they have only beetuated
in controlled environments, under controlled settings enterfer-
ers, and only for 802.11 CSMA-based WLANSs. In contrast, éher
is almost no work on bandwidth estimation for TDMA- or CDMA-
based 3G cellular networks. Only [21] proposes a methodvait-a
able bandwidth estimation both for WLANs and for cellulat-ne
works. However, this method is integrated with the RTP proto
for video streaming, and cannot be used as a generic tooh$r f
bandwidth estimation. Also, [3] compares three bandwidtinga-
tion tools proposed for the Internet in cellular networks baly
using simulations. To our best knowledge, this is the firstutbat
studies the feasibility of fast bandwidth estimation, gsinprobe-
based tool, in a commercial 3G network.

less broadband access technologies (e.g., 802.11 WLANSor 3
networks). In contrast to Internet links that are shared anyn
flows, the wireless broadband access link only carries ¢rédfi
one user. However, due to the broadcast property of the esisel
medium, a flow has to contend with flows traversing other \egsl
links in the neighborhood for a share of the medium. Thusgdin a
dition to the Internet-type of cross-traffic, in the form afd flows
crossing the same link and competing for the link's bandiidt
a wireless network we have two additional cases of compatiti
between flows: (i) flows with the same source but different des
tinations (e.g., from an AP to two different clients) ang tiows
with different sources and different destinations (egnf AP1 to
client C1 and from AP2 to client C®)In all these cases, the avail-
able bandwidth may be zero for a new flow, but the new flow will
still obtain a fraction of the channel’'s bandwidth.

The majority of the bandwidth estimation tools for the Imietr
calculate the capacity or the available bandwidth. The kedge
of these two metrics is valuable for ISPs and network opesafor
operations such as capacity planning, detection of coadestun-

Recently, there have been several measurement studies of 3Gerutilized links, routing and traffic engineering, adnasscontrol,

networks, both 1x EVDO [4, 15, 18] and UMTS [26, 22, 23, 12, 2,
11, 5]. The majority of these works [4, 15, 18, 22, 23, 12] gtud
TCP performance in 3G networks by performing direct dowdka
A few other works focus on delay-related metrics [2, 5]. Hin§26,
11] try to estimate the capacity of 3G networks for data antbwi
calls.

Our work is different from all these works in that we are inter
ested inestimatingthe bandwidth of an EVDO downlink using a
fast probe-based tool, rather thdirectly measuringt through a
download. The only work that also uses a similar approacHis [
which, in addition to TCP downloads, also estimates thetend-
end capacity of an 1x EVDO Revision 0 downlink using the packe
pair technique. As we discuss in Section 3, applicationsrarsgtly
interested in the achievable throughput rather than thecagvac-
ity. Another feature that distinguishes our work from [4ilist our
data were obtained from measurements conducted in diffleress
tions. In contrast, the data in [4], as well as in most of thistexg
works (with the exception of [18, 26]), were collected frorsiagle
location.

3. MEASUREMENT METHODOLOGY

3.1 What s the metric of interest?

Two of the bandwidth-related metrics that have been trawiti
ally used in the wired Internet are the end-to-eagbacityand the
end-to-endavailable bandwidth The end-to-end capacity is the

and QoS provisioning, which require a global view of the ratw
However, applications ran by individual users do not seechajl
view of the network. Hence, from a single client's perspeagti
achievable throughput seems to be the most important metrit
this is particularly true in wireless networks, due to thetemtion
on a per-node basis for the medium’s bandwidth. In the exampl
with the two APs mentioned above, client C2 does not careeif th
channel is saturated by client C1 that belongs to anothevankt
and it should not be prevented from sending or receiving\ita o
traffic due to zero available bandwidth. For these reasorsyilf
use the achievable throughput in this paper as the metritefdst.

3.2 Overview of the probe-based tool

The WBest tool [17] calculates the effective capacity, ttidev-
able throughput, and the available bandwidth, on a netwatk p
where the last hop (which is also the bottleneck link) is caer
802.11 wireless network.

WBest has been shown in [17] to offer much more accurate band-
width estimations compared to three popular tools propdsed
the Internet. Compared to other tools for wireless netwoitkis
very fast, using only one train of 30 packets to estimate téea-
able throughput and the available bandwidth (in contragt, &i-
etTopp [10] sends a series of packet trains, each one ateaefiff
rate), and it calculates all three bandwidth-related rogtfin con-
trast, e.g., ProbeGap [14] only estimates available badtttiviut it
requires a priory knowledge of the capacity), being the dobyl
to measure achievable throughput. Finally, the code for ¥V/Be

maximum rate a path can provide to a flow when there is no other publicly available. For these reasons, we selected WBesiup

flow in that path. In contrast, the end-to-end available badth

refers to the maximum rate at which a new flow can transmit over

a path without reducing the rate of the existing flows in thethp
Another metric of interest for a user is tlaehievable throughput
of a new flow, i.e., the actual fraction of the bandwidth thait w

study.

WBest uses a two-stage algorithm. In the first stag@acket
pairs are sent to estimate the capacity To mitigate the effect of
cross and contending traffi€. is calculated as theaedianinstead
of the meanof the n dispersion samples from the packet pairs.

be allocated to a new flow over a path. Note that the achievable |n the second stage, a train of probe packets is sent at ratg.

throughput can actually be higher than the available badidwi
Consider a single-link path with capaci€y saturated by a single
TCP connection. The available bandwidth in this path is ,Zeod
the achievable throughput of a new TCP flow will ©¢2 if it has
the same RTT as the existing flofv.

The importance of achievable throughput becomes more promi
nent for clients that connect to the Internet through on&eftire-

1The achievable throughput of a TCP flow is actually another me
ric in the Internet, known aBulk Transfer Capacity (BTC)

The achievable throughput: is equal to the average dispersion
rate of the train [17]. The available bandwidth is then ckitad as
a function ofCe and A;.

The measurement of achievable throughput becomes more chal
lenging in an EVDO network. In contrast to an 802.11 AP or the
interface of an Internet router, that simply transmit paske FIFO
order, the PF scheduler at the BS implements a type of Qo$%; gua

This is referred to asontending trafficin [16], as opposed to
cross-traffic.



anteeing that all the arriving flows will receive a (proportally)
fair share. This TDMA-based scheduling may insert randat@rin
vals between packet transmissions, when the BS decidesu® se
some other user. This makes it unclear whether it is everi-feas
ble to estimate the achievable throughput using a probeebem|

in an EVDO network. We are investigating the feasibility bist
approach in the rest of the paper.

3.3 The challenge of determining the ground
truth

The evaluation of the accuracy of any bandwidth estimatioh t
always faces the challenge of correctly determininggfoeind truth
i.e., the actual value of the metric estimated by the toolis T
more challenging in wireless networks, since the capadityire-
less links is affected by link layer mechanisms such as dapta-
tion or ARQ, and the available bandwidth or achievable tghqut
over a given link is affected not only by cross traffic overttliak
but also by the presence of other clients. To deal with tha-ch
lenge, previous tools for 802.11 networks [14, 10, 17] wesdie
ated in a controlled environment, with additional transeng used
to create the desired amount of interference, as well asebieed!
amount and type of contending traffic.

In our study, we are interested in evaluating the accuracy of
bandwidth estimation tool in a commercial 3G network, with n
control over the environment and no knowledge about the atmou
or type of traffic from other users of the network during our ex
periments. Under these conditions, the definition of grotroth
is infeasible for the available bandwidth and not clear eieerthe
achievable throughput.

We decided to use the throughput of TCP and UDP downloads

as ground truth — we call this “best effort” ground truth. Wsed
both TCP and UDP, since different smartphone applicatiawe h
different requirements; the goal is to evaluate how acelyaa
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(a) UDP throughputs. (b) TCP throughputs.

Figure 1: Throughputs of 12 30-sec UDP and TCP transfers taken
every 5 min within 1 hour for each (location, time). The standrd de-

viation varies between 0.09Mbps and 0.23Mbps for UDP and beteen

0.08Mbps and 0.39Mbps for TCP.

1460-byte UDP packets to the client at the maximum posséite r

for 30 sec, and the client again recorded the humber of bgtes r

ceived in each second. Finally, WBest was run 15 times toimbta
15 estimates of the downstream achievable throughput. grbis
cess was repeated every 5 min within 1 hour, i.e., we got Xdfet
measurements for each (location, time).

4. “BEST EFFORT” GROUND TRUTH

In this section we examine whether the throughput of a 30-sec
UDP or TCP transfer preceding the WBest measurements can be
used as the ground truth to evaluate the accuracy of the tool.

Figures 1(a), 1(b) plot the throughputs of the 12 30-sec Ul a
TCP transfers conducted within 1 hour for each (locatiome)i.

Two consecutive points in each curve correspond to two nreasu
ments taken 5 min apart from each other. We also calculated th

probe-based tool such as WBest can predict UDP or TCP down- standard deviation over the 12 measurements for each iocat

link throughput through the estimatett metric. The duration of
the download is critical for the definition of the ground trutwWe
selected a 30-sec interval since it is long enough to prozigea-
ble, average behavior, as we show in Section 4, and at thetgame
short enough to avoid the impact of user dynamics (e.g.,aoet
bility). In addition, this interval is sufficient for many sartphone
applications (e.g., webpage downloads, youtube video}, et

3.4 Measurement setup

We used a laptop with Intel Core(TM)2 Duo 1.8GHz CPU and
2GB RAM running Windows Vista as a client and a PC with P4
2GHz CPU and 512MB RAM running Mandrake Linux 10.1 (ker-
nel 2.6.8-12) as a server. The client was moved to differeca-

time).

These two figures show a picture very different from the one
presented in [4]. In [4] the authors observed that TCP thinputs
were very stable throughout a 24-hour period, ranging fr@a-3
400 Kbps. In contrast, we observe that for the same locabiottn
UDP and TCP throughputs can be very different at differenes
of the day, and they cover a much larger range, of 120-1176&Kbp
for UDP, and 77-1474 Kbps for TCP.

In spite of large variations at different times of day, we efve
that throughputs remain relatively stable for smaller timtervals
(several minutes) for the majority of locations and timeslay, in
particular for UDP. The standard deviations of the 12 mezrsents
for UDP in locations LOC1 and LOC2 are 93-141 Kbps for all 3

tions and used a Verizon HTC Touch Pro smartphone to connecttimes. In LOC3, they are slightly higher, equal to 209 Kbpstfe

to the commercial Verizon 1x EVDO Revision A network. The

9PM experiment and 236 Kbps for the 10AM experiment, impyin

smartphone ran Windows Mobile 6.1, and it operated as a mpdem that throughput is less stable in that location. For TCPsthadard

connected to the client via USB. The server is located in abr |
and it is connected to the Internet through a 100Mbps LAN.IIn a
our measurements, we used the default values of WBest 0
packet pairsyn = 30 packets, 1460-byte probe size).

We repeated our measurements in three different locations i
West Lafayette, denoted as LOC1, LOC2, LOC3. In each looatio
the experiments were repeated at two or three differenttiofi¢he
same day (4:00-5:00 AM, 10:00 AM-11:00 AM, and 9:00-10:00
PM).

Each experiment, at a given location and time of the day, deho
as (location, time), was performed as follows. First, thevese
sent TCP traffic to the client for 30 sec, and the client reedrd
the number of bytes received in each second. Then the samwer s

deviations generally are larger, up to 390 Kbps. Again, (30C
10AM) is the most unstable (location, time) pair. However,the
remaining of the locations and times, throughputs remdatively
stable for intervals of several minutes.

Overall, Figures 1(a), 1(b) show that throughputs of bothRUD
and TCP 30-sec transfers remain relatively stable withirodrh
and most importantly, within 5 min intervals, i.e., for cecstive
measurements. Hence, we will use them as the ground truth in
Section 5. The goal is to evaluate how accurately themetric
estimated by WBest can approximate these values, whendhis to
run directly after the 30 sec transfers.

Figure 2 shows a scatter plot of TCP vs. UDP throughputs taken
in all 8 (location, time) experiments, i.e., a total®fx 12 = 96
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Figure 2: Scatter plot of UDP and TCP throughputs in all 8 (location,
time) experiments.
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Figure 3: CDFs of relative error for UDP and TCP for different loca-
tions and times. UDP and TCP throughputs are calculated as arages
over a 30 sec period.

points. We make two observations. First, in almost all case&f
throughputs are higher than UDP throughputs. We will discus
more about this rather unexpected finding in Section 5. Skdon

a given UDP throughput value, the corresponding TCP thrpugh
(measured only 30 sec later) can be very different, and vcsav
This implies that a single WBest estimate will be able to ecily
approximate either UDP or TCP throughput but not both in most
cases.

5. RESULTS

Overall Result. We define the relative error for UDP &&rorypp =
WBest -UDFE »100% and the relative error for TCP d@&rrorrcp =
WBest - TCF » 100%, whereU DP andT'C P denote the average
UDP and TCP throughput, respectively, over 30 sec, and WiBest
the A; metric estimated by a single run of the tool.

Figures 3(a), 3(b) plot the CDF of the relative UDP and TCP
error for each (location, time). We used only the first 3 rufs o
WBest, which always span a time interval of less than 30 seces
the channel may change in a longer period of time. This méewats t
each of the 12 UDP or TCP throughput values for a given (locati
time) is compared against; values, which gives a total of 36 er-
ror values for each CDF. Negative values in Figures 3(a)), ®gan
that the tool underestimated UDP or TCP throughput, resmdgt
positive values mean that it overestimated them.

From Figures 3(a), 3(b), we make two observations. Firs, th
fraction of negative values for the UDP relative error rasmfiem
14% to 36% for different CDFs; the same fraction for the TCP
relative error ranges from 47% to 86%. Hence, theestimates
obtained by WBest tend to overestimate UDP throughput ard un
derestimate TCP throughput. Note, however, that for TCPesom
CDFs have heavy right tails.

Second, the achievable throughput metric estimated by WWBes
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Figure 4: Average UDP and TCP throughput for the first T' sec
(Isec < T < 30sec).

in many cases fails to accurately approximate either UDPQ@P T
throughput. The fraction of relative error values that ligside
[-15%, +15%)] (i.e., the fraction of inaccurate approxiroas) typ-
ically ranges from 62% — for (LOC1, 10AM) up to 78% — for
(LOC3, 10AM), for UDP, and from 65% — for (LOCS3, 9PM) up
to 71% — for (LOC3, 10AM), for TCP. The only exceptions are
(LOC1, 4AM) for the UDP error and (LOC1, 10AM), (LOC1,
9PM) for the TCP error, with only 31%, 44% and 40% of the error
values, respectively, lying outside [-15%, +15%].

Overall, we observe that in most cases WBest cannot give-an ac
curate approximation of either UDP or TCP throughput meagsur
over a 30 sec period. One reason for this could be that WBest,
which runs in a 3-5 sec interval, cannot capture the dynaofies
much longer period.

UDP vs. TCP.To verify this hypothesis, we plotin Figures 4(a), 4(b)
the UDP and TCP throughput, respectively, calculated dwefitst
T sec (sec < T < 30sec), for each (location, time). Each point
on a given curve corresponds to the average of the 12 measotem
taken over a 1 hour period at a given (location, time).

From Figures 4(a), 4(b) we observe that the two protocols ex-
hibit very different trends. For each curve, TCP throughghuiws
an increasing trend at the beginning, and it is stabilizdg after
about 10 sec due to the slow start phase. On the contrary,dst m
of the UDP curves, throughput shows a decreasing trend dtethe
ginning, and it is stabilized after 5-10 sec. We are not sung w
this behavior is observed. One reason could be due to traffic p
cies at the BS, that restrict high volume UDP traffic or giviopty
to TCP traffic. For each (location, time), UDP throughput e t
first 5 sec is much higher than the corresponding TCP throutghp
But after the first 10 sec, UDP throughput is always lower tten
corresponding TCP throughput by 100-200 Kbps.

We now plot again in Figures 5(a), 5(b) the relative error of
WBest with respect to UDP and TCP, as in Figures 3(a), 3(k), bu
this time UDP and TCP throughput (i.e., the ground truth)cale
culated as the overage over only the first 3 sec. The goal isdo s
if WBest can approximate UDP or TCP throughput in this small
timescale, similar to the duration required for one run & thol.

From Figure 5(a) we observe that the accuracy of WBest for
UDP is generally not improved when we consider throughput of
the first 3 sec only as ground truth. Compared to Figure 3f@hto
30 sec ground truth, we observe the fraction of error valhaslie
outside [-15%, +15%)] has significantly decreased only f@{1,
9PM), and slightly decreased for (LOC2, 9PM) and (LOC3, 1AM
but it has increased for the remaining 5 curves. We also ubdbat
7 out of 8 curves have been shifted towards left comparedde Fi
ure 3(a); this implies that the tool underestimates theutjinput of
short UDP transfers more often than for longer transfers.
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Figure 5: CDFs of relative error when throughput only over the first
3 sec is used as ground truth.

“+-G-th measurement

5-th measurement
6-th measurement

On the other hand, when we compare Figures 5(b) and 3(b) for
TCP, we observe that accuracy drops significantly for allogdt
tion, time) experiments when the ground truth is based ofir$te3
sec, instead of the total 30 sec. We also observe a signifibéhto
the right for all 8 curves, compared to Figure 3(b), showimaf the
tool highly overestimates throughput for short TCP trarsf@ his
was expected, since in Figure 4(b) we saw that TCP througbput
always much lower in the first 3 sec.

Overall, WBest fails to accurately approximate throughpfit
short transfers.For TCP, this is rather expected, since TCP throug
puts for short transfers are much lower than for longer fienss
However, for UDP, the reason is not clear. WBest calculates

sending a train of 30 UDP packets at a rate equal to the estimat ) . . .
capacity of the 1x EVDO downlink. Since we use the same packet _onIy used the first 3 WBest estimates in each case, which span a

size for the tool and the UDP transfer, and one run of the tool |nt§rval of gbout 30 sec. Notice in Figqre ,6,(0) that even thet 8
(C. estimation plusA; estimation) takes between 3 and 5 sec, one estnr;:a}es In (:]ach n;easure.m(.ant vary S|gn|f|cr;1]ntly .W'th eHuT0
would expect thed; estimates to approximate at least throughputs The large t roug put vanat!ons, in a very short timesclse)
of short UDP transfers. cause WBest estimates obtained a few seconds apart to also ha

Short-scale dynamics.To understand why this is not the case, similar variations, thus making it infeasible for the toal pre-
we look at the short-scale dynamics of UDP and TCP, i.e., how dict either TCP or UDP throughput even in short timescales. A

throughput changes in each second; we also look at the sesfult " illustrative example, the average UDP throughput overfitst
consecutive runs of WBest. We show in Figure 6 one example for 3 S€c for the 6-th measurement at (LOC2, 10AM) was equal to

(LOC2, 10AM). Figure 6(a) plots the per second UDP throughpu 138 Kbps. The first WBest run gave an estimate O.f.332 Kbps (Fig-
of 3 consecutive UDP transfers, initiated at 10:20AM, 1&Rb ure 6(c)), cc_)rrespondlng_ to one of the largest positivererim the
10:30AM. Figure 6(b) plots the per second TCP throughputHer correspondlng CDF of Figure 5(a), of abput 140%. The segond '
same 3 measurements (each TCP transfer followed the corésp gave a negative error of 25%. An the third run gave an estiite
ing UDP transfer). Finally, Figure 6(c) plots th estimates of 15 about 138 Kbps, i.e., an error less than 0.05%.

runs of WBest following each TCP transfer.

In Figures 6(a), 6(b), we observe that both UDP and TCP per- 6. CONCLUSIONS
second throughputs exhibit very large variations, and ithisue
even when the average throughput (over 30 sec) between 2gons
utive measurements does not change significantly. For eeamp
the average UDP throughput is 260 Kbps for the 4-th measure-
ment and 259 Kbps for the 5-th measurement; however, the per
second throughputs vary from 115-503 Kbps, and 8-541 Klaps, r
spectively.

From Figure 6(c) we observe that the estimates obtained by
15 WBest runs, following the UDP and TCP transfers, alsotakhi
very large variations covering a range of 159-572 Kbps feratth
measurement, 178-743 Kbps for the 5-th measurement, and 103
332 Kbps for the 6-th measurement. This result is very dffier
from the result in [4], in which individual packet pair measu
ments gave consistently the same estimate of capacity (5p8)K
over a 24-hour period. Remember that in our previous resudts

Achievable Throughput Metric (Mbps)

12 5

6 9
Whest run ID

(c) Consecutive WBesH; esti-
mates.

h- Figure 6: Short-scale dynamics for 3 consecutive measurements at
(LOC2, 10AM).

In this paper, we conducted the first study of the feasibiity
fast bandwidth estimation in 1x EVDO cellular networks. We e
amined how well a state-of-the-art probe-based tool dpesidor
WLANS can approximate the UDP or TCP throughput of a com-
mercial 1x EVDO Revision A downlink. Our results show thdt, a
though average UDP and TCP throughputs remain relativahjest
in many cases for several minutes, they exhibit very largetdiu
ations in smaller timescales (in the order of 1 sec). Due ¢seh
large short-scale fluctuations, we found that bandwidthmegion
is not feasible in an 1x EVDO downlink. More specifically, WaBe
failed to correctly approximate UDP or TCP throughputs ofhbo
short (1-8 sec) and longer (30 sec) transfers.

In future work, we plan to study the feasibility of bandwidtti-
mation on the uplink direction. The uplink direction viaatone of
the basic assumptions of the tool we used in this paperhag.the
3We also looked at the relative error when throughputs areueal ~ Pottleneck link is the last one of the network path. In aduifiin
lated over the first 1, 5, and 8 sec and the results were sitoithe contrast to the TDMA-based downlink, the 1x EVDO uplink uses
3 sec case. CDMA, allowing more than one users to transmit simultangous




and posing even greater challenges to the problem of batilwid Workshop on Performance and Management of Wireless and

estimation. Mobile Networks (P2MNetR006.
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