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ABSTRACT
This paper explores the potential benefits and pitfalls of Multipath
TCP (MPTCP) in smartphones via an extensive experimental study
over real Android applications. We consider different types of ap-
plications – upload vs. download intensive, network intensive vs.
interactive – and a variety of network conditions, and we study the
impact of MPTCP on performance, energy consumption, and CPU
utilization. Our results reveal that the benefits of MPTCP in smart-
phone apps are lower than expected in theory; in several cases,
MPTCP in fact can hurt both performance and energy consump-
tion. Our findings can provide insights to smartphone designers
and mobile app developers towards improving user experience and
extending smartphone battery life.

1 INTRODUCTION
Multipath TCP (MPTCP) [17] is a new standardized transport pro-
tocol that allows end hosts to simultaneously use multiple NICs
and exploit path diversity. With MPTCP, unmodified applications,
designed to run over TCP, can exchange data over different paths
via one end-to-end connection. Smartphones are a natural fit for
MPTCP, as they typically include both WiFi and cellular interfaces.
Apple has been using Multipath TCP on iPhones and iPads since
2013 to support the Siri voice recognition application [1, 6]. In
2015, Korean Telecom launched Gigapath, a commercial service
based on MPTCP and the SOCKS protocol that allows Samsung and
LG smartphones to combine their 4G and WiFi networks to reach
bandwidths of up to 800 Mbps [1].

In spite of the great interest from both industry and academia, the
true potential of MPTCP in smartphones has not been fully under-
stood. While in theory MPTCP can provide higher throughput and
robustness than single path TCP (SPTCP), it was initially designed
for datacenter networks and its benefits may not be the same when
used over WiFi and cellular networks. Indeed, initial experimental
studies using laptops showed that, for short flows, MPTCP may
actually perform worse than SPTCP over the faster path [9, 15, 21].
Additionally, using MPTCP in smartphones can significantly impact
the device energy consumption in two ways [21, 31]. On one hand,
it can incur an additional energy cost from the combined usage
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of both NICs; on the other hand, it may reduce the energy con-
sumption by shortening the data transfer time. More importantly,
the impact MPTCP can have on real smartphone apps and the po-
tential implications on the energy consumption due to cross-layer
interactions is not yet fully understood.

This work fills the gap by exploring the potential benefits and
pitfalls of MPTCP in smartphones via an extensive experimental
study over real Android apps. We consider different types of apps
and different network conditions, and we explore the impact of
MPTCP on performance, energy consumption, and CPU utilization.
Our results reveal that the benefits of MPTCP in smartphone apps
are lower than expected in theory; in several cases, MPTCP in fact
can hurt both performance and energy consumption. Specifically,
MPTCP improves mainly the performance of data intensive apps,
and mostly in locations where the two networks (WiFi and cellular)
exhibit similar performance. In contrast, it can hurt the performance
of data intensive apps under heterogeneous network conditions,
and typically has a negative impact on the performance of inter-
active apps. Additionally, MPTCP often results in a higher energy
cost due to the combined use of both networks. In fact, we found
very few scenarios where MPTCP improved both performance and
energy efficiency and, in some cases, we observed a tradeoff be-
tween the two metrics; in contrast, in most cases, MPTCP resulted
in both lower performance and higher energy cost. Finally, similar
to the work in [21], we found that MPTCP typically increases the
CPU utilization. However, the increased utilization does not result
in an increase to the energy consumption. The higher energy con-
sumption of MPTCP compared to SPTCP in most cases is attributed
to higher network energy.

The paper is organized as follows: § 2 describes the experimental
methodology. § 3 and § 4 analyze the impact of MPTCP on perfor-
mance, energy consumptions, and CPU utilization in the case of
data intensive and interactive apps, respectively. § 5 summarizes
the results and the lessons learned from our study. § 6 discusses
the related work. Finally, § 7 concludes the paper.

2 METHODOLOGY
For our measurements, we used a methodology similar to that
in [11–13], and their publicly available automated test framework [10]
with some modifications. We used a Nexus 5 smartphone running
Android 4.4.4 with a modified Linux kernel that includes MPTCP
v0.89.5. MPTCP was used in Full-MPTCP mode [23]. We used the
fullmesh path manager, the default RTT-based scheduler [24], and
the standard lia coupled congestion control algorithm. Since to-
day’s application servers do not support MPTCP, we configured
the smartphone to access the Internet through an MPTCP capable
SOCKS5 [20] proxy server. The SOCKS server uses ShadowSocks [5]
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Table 1: Locations used in our study.
Location WiFi Bandwidth LTE Bandwidth

Good WiFi/Good LTE (WдLд ) 18-25 Mbps 18-25 Mbps
Good WiFi/Bad LTE (WдLb ) 50-60 Mbps less than 10 Mbps
Bad WiFi/Good LTE (Wb Lд ) 3-5 Mbps 18-25 Mbps
Bad WiFi/Bad LTE (Wb Lb ) 3-5 Mbps 3-5 Mbps

and is configured to use the minimum encryption scheme to re-
duce the overhead. The phone uses the standard ShadowSocks
client. This configuration has been used in a number of previous
works [11–13, 22] as well as in the Gigapath project by Korean
Telecom [1] and has been verified to incur a very small runtime
overhead.

2.1 Applications
We used 7 popular Android apps that span several categories.
Data intensive apps: We considered bulk data transfer apps (Drop-
box, SpeedTest) and streaming apps (YouTube, Spotify). With Drop-
box, the automated test framework uploads every time a new file
containing 20 MB of random data. With SpeedTest, it launches the
app and logs the reported downlink bandwidth. With YouTube, it
plays the same HD video (Big Buck Bunny) three times with the
quality set to auto and watches each time for 25 seconds. With
Spotify, it plays new music (shuffle play feature) for 75 seconds.
Interactive apps: We considered browsing (Firefox) and two social
networking apps (Facebook and Facebook Messenger). With Firefox,
the framework sequentially browses the main page of the following
12 sites with an empty cache: imgur, wikipedia, google, facebook,
youtube, yahoo, baidu, amazon, twitter, nytimes, flickr, qq. With
Facebook, it first updates the news feed and then repeats the fol-
lowing actions three times in the same order: it posts a new status,
shares a photo with a description, and performs a new check-in with
a text description. Finally, with Messenger, it sends a text message
and a photo to the top contact in the contact list and repeats three
times. Note that in the case of Facebook and Messenger, Location
Services were also running.

2.2 Measurements
We ran our experiments at four locations with different network
characteristics. The uplink/downlink bandwidth at each location
(measured with SpeedTest) is shown in Table 1. Note that the WiFi
bandwidth at theWдLb location (50-60 Mbps) is much higher than
the LTE bandwidth at the WbLд location (18-25 Mbps); for the
cellular provider used in our experiments, the maximum achievable
throughput in the test locations is around 25 Mbps. For theWдLд
location, we also limited WiFi bandwidth to 18-25 Mbps in order
to conduct experiments with similar bandwidth for both networks.
Note also that the actual application layer throughput may vary
for different apps due to a number of reasons, e.g., an app may
not utilize the full available bandwidth. We also considered four
different network configurations: WiFi only (WiFi), LTE only (LTE),
MPTCP with WiFi as the primary subflow (MP-WiFi), and MPTCP
with LTE as the primary subflow (MP-LTE). At each location, we
repeated each application 5 times with each of the four network
configurations. We used tcpdump to capture all the packets on the
phone and measured the total energy consumption of the device
using a Monsoon power monitor [4].

2.3 Metrics
We use three metrics in our study: energy per byte, performance,
and normalized CPU utilization.

2.3.1 Energy per byte. The energy per byte (in µJ/B) is the ratio
of the energy consumption divided by the total number of bytes
exchanged between the phone and the proxy server, excluding
TCP/MPTCP retransmissions. Intuitively, for a given data transfer
size, poor network conditions will result in a higher number of
retransmitted bytes and increased energy per byte cost compared
to good network conditions.

In this work, we are interested only in the energy consump-
tion associated with network activity Ena . Since it is not possible
to measure the power consumption of a single packet transmis-
sion/reception with Monsoon, we only consider data bursts. A data
burst is defined as a time interval [ti , tj ], ti < tj that satisfies the
following two conditions: (i) consecutive packets in [ti , tj ] have
inter-arrival times ∆T ≤ Tmax and (ii) the number of total pack-
ets in [ti , tj ] is N ≤ Nmax . To identify the burst intervals for a
given app, we manually synchronize the packet trace captured by
tcpdump and the power trace captured by the power monitor, as
shown in the examples in Figures 1a-1g. The only exception is Fire-
fox, where we identify the data bursts based on the page load time
(§ 2.3.2) – one data burst for each page. Due to the different nature of
different apps, the thresholdsTmax and Nmax have different values
for different apps, as shown in Table 2. For example, Figure 1c shows
only one very large downlink data burst in YouTube (from 25-38
s), which always contained at least 1000 packets (Nmax = 1000
in Table 2). In contrast, Figure 1g shows several small data bursts
(Nmax = 10) in Messenger.

For every synchronized data-power trace, we calculate the en-
ergy associated with network activity Ena from the segments of
the power trace overlapping with data bursts, e.g, for YouTube in
Figure 1c we only consider the energy consumption during 25-38 s.
Note that, due to the very small burst sizes in Messenger, potential
errors in synchronization of the Messenger traces result in higher
errors in the estimation of Ena compared to other apps. Due to this
reason, we expand each Messenger data burst by 0.1 s on each side,
i.e., if our algorithm identifies [ti , tj ] as a data burst, we consider
the interval [ti − 0.1, tj + 0.1] in the energy calculation.

We further break down the total energy consumption associated
with network activity into into two parts:

Ena = Ecpu + Edata (1)

where Ecpu is the CPU energy consumption during the intervals
of network activity, and Edata is the data transfer energy. Note
that Edata can actually include the energy due to other hardware
components (e.g., screen, GPU) which we cannot isolate. We expect
this energy consumption of such components to be constant for a
given application.

We estimate the CPU power consumption during data bursts
Ecpu using a CPU power model, which we developed for Nexus 5
following the methodology in [8, 21, 33]. The model takes as input
the CPU frequency and utilization for each of the four cores of
Nexus 5. We wrote an app to log these values every 100 ms and
used the logs as input to the model in post-processing. It was shown
in [21] that a 100 ms logging interval provides good accuracy with



Table 2: Data burst thresholds for different apps.
SpeedTest Dropbox YouTube Spotify Firefox Facebook Messenger

Tmax (s) 1 0.15 1 2 Defined based on page load time 2 2
Nmax (packets) 250 300 1000 150 N/A 100 10

(a) SpeedTest. (b) Dropbox. (c) YouTube. (d) Spotify.

(e) Firefox. (f) Facebook. (g) Messenger.

Figure 1: Examples of synchronized data-power traces and data bursts for the seven apps.

negligible overhead. Ecpu is the sum of the energy values predicted
by the model over each 100 ms interval.

It is well known that cellular interfaces incur a tail energy cost,
in addition to the energy consumption during a data transfer [7, 19].
While any potential tail power consumption during a data burst is
already accounted for in Edata , there is an additional amount of
tail energy at the end of each data burst, which we do not account
for. Hence, our energy results for LTE and MP-LTE in § 3, § 4 are
(slightly) conservative, although recent studies [8, 21] have shown
that the LTE tail base power is much lower than in the past.

2.3.2 Performance. We use different performance metrics for
different apps due to their different characteristics.
SpeedTest Our performance metric is the download bandwidth
reported by the app.
Dropbox We calculate the upload throughput as the sum of the
bytes of the identified data bursts (ignoring TCP/MPTCP retrans-
mitted bytes) divided by the sum of the data burst durations.
YouTube, SpotifyWe calculate the download throughput as the
sum of the bytes of the identified data bursts (ignoring TCP/MPTCP
retransmitted bytes) divided by the sum of the data burst durations.
A higher throughput should result in higher video/audio quality.
FirefoxWe calculated the page load time PLT for each of the twelve
pages using the Firefox Developer Tools [2] and the Navigation
Timing API [3] as

PLT = loadEventEnd − responseStart (2)

where responseStart is the time immediately after the browser
receives the first response byte from the server and loadEventEnd

is the time when the load event of the current page is completed.
Note that our definition does not include the DNS lookup, TCP
handshake, and the time to send the HTTP GET request. Our final
metric is a weighted page load time (WPLT) for N pages defined as:

WPLT =
N∑
i=1

Si∑N
j=1 Sj

PLTi (3)

where PLTi is the page load time of the i-th page and Si is the size
of the i-th page in bytes. In other words, we assign larger weights
to larger pages.
Facebook, MessengerWe use the average round trip time (RTT)
as the performance metric. Intuitively, a shorter RTT should result
in shorter response time and better user experience. Following the
TCP approach, we do not include RTTs of retransmitted segments
in our calculations.

2.3.3 Normalized CPU Utilization. We define a normalized CPU
utilization metric NUi for the i-th core, i = 1, 2, 3, 4 as follows:

NUi = ui ·
fi

fmax
(4)

whereui , fi are the utilization and frequency of the i-th core, respec-
tively, and fmax = 2, 265.6 KHz is the maximum CPU frequency
in Nexus 5. We further define NU =

∑4
i=1 NUi

4 and plot the average
value of NU over the data burst intervals. In the following, we an-
notate graphs that plot normalized CPU utilization (e.g., Figure 2d)
with the total duration (in s) over which the utilization was calcu-
lated. The intuition is that high CPU utilization over a very short
duration may not lead to high CPU energy consumption.
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Figure 2: SpeedTest.
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Figure 3: Dropbox.

3 DATA INTENSIVE APPLICATIONS
3.1 Bulk data transfer applications

3.1.1 SpeedTest. We begin our study with SpeedTest, as an ex-
ample of a data intensive app that tries to utilize the full bandwidth.
We expect our findings to reflect those of previous studies that
conducted measurements using bulk TCP data transfers [9, 15]. We
focus on the downlink component of the app.

In Figure 2a, we observe that, in the two locations where the per-
formance of the two networks is similar (WдLд andWbLb ), MPTCP
helps significantly, increasing the bandwidth by 65-125% over WiFi
or LTE only; in particular, in locationWbLb the MPTCP bandwidth
is roughly equal to the sum of the WiFi and LTE bandwidths. Ad-
ditionally, in these two locations, MPTCP decreases the energy
consumption compared to SPTCP (Figure 2b), by reducing both
Edata and Ecpu . In contrast, in locations with high disparity be-
tween the WiFi and LTE bandwidth (WдLb andWbLд ), MPTCP
is similar to or worse than SPTCP over the best path, in terms of
both performance and energy consumption, as was also observed
in previous studies [9, 15, 16]. The increase in the total energy is
primarily due to an increase in Edata .

Figure 2c shows that MPTCP achieves, in general, a good balance
between the two paths under homogeneous network conditions but
fails to do so in cases of high heterogeneity. In particular, we observe
that, in locationWдLb where the LTE bandwidth was extremely
low during our experiments, almost 100% of the bytes were down-
loaded over WiFi with both MP-WiFi and MP-LTE. Consequently,
MP-WiFi performs almost identical to WiFi alone and consumes
similar energy (Figures 2a, 2b), while MP-LTE is affected by the
extra delay required for the establishment of the (secondary) WiFi
subflow and experiences a significant performance drop. On the

other hand, in locationWbLд , a similar, non-negligible amount of
data is transferred over the bad path (WiFi) with both MP-WiFi and
MP-LTE. As a result, MP-LTE has only slightly higher performance
and lower energy consumption than MP-WiFi.

Figure 2d shows that WiFi results in higher CPU utilization than
LTE except in locationWbLд , where the utilization is similar with
both networks. Further, the utilization with MPTCP is between that
of WiFi and LTE alone inWдLд ,WдLb , sightly higher than both in
WbLд , and lower than both inWbLb . Regardless of the utilization,
the fraction of CPU energy over the total energy is the highest with
WiFi alone in all 4 locations, and the lowest with MP-LTE.

3.1.2 Dropbox. In the case of Dropbox, we study an upload
intensive app. Note that Dropbox does not utilize the full band-
width; we were never able to measure an upload throughput higher
than 30 Mbps although SpeedTest reported much higher values.
In Figure 3a, we observe that the performance with MPTCP lies
between that with WiFi alone and LTE alone in cases of good WiFi
(WдLд andWдLb ). In those cases, MPTCP sends almost all the bytes
over WiFi (Figure 3c), which exhibits much lower RTT even when
the two networks have similar bandwidth. Consequently, MP-WiFi
performs similar to (WдLд ) or better than MP-LTE (WдLb ). Further,
the energy consumption with WiFi alone is the lowest in these two
locations (Figure 3b). MPTCP incurs a higher energy cost thanWiFi.
In the case of MP-WiFi, the increase is due to an increase in Edata
compared to WiFi alone while in the case of MP-LTE both Edata
and Ecpu increase. As a result, the energy cost of MP-LTE is higher
than that of MP-WiFi.

In contrast, MPTCP improves the performance significantly com-
pared to WiFi alone and LTE alone in cases of poor WiFi per-
formance (WbLд andWbLb ). In particular, in locationWbLb the
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Figure 4: Spotify.
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Figure 5: YouTube.

throughput with MP-LTE is slightly higher than the individual
throughputs over WiFi and LTE alone. Interestingly, in both cases,
the performance improvement comes at a cost of a small increase
in the energy cost compared to the most energy efficient SPTCP.
In locationWbLд , the energy cost of both MP-WiFi and MP-LTE is
similar, slightly higher than the cost of LTE alone due to a small in-
crease in Edata . In locationWbLb , MP-LTE is more energy efficient
than MP-WiFi. Interestingly, MPTCP decreases Ecpu compared to
WiFi alone but increases Edata .

Figure 3d shows that, similar to SpeedTest, WiFi results in higher
CPU utilization except inWbLд , where the utilization is similar with
both networks. In contrast to SpeedTest, MPTCP here increases the
utilization both inWbLд andWbLb . The contribution of the CPU to
the total energy consumption is again the highest with WiFi alone
in all 4 locations, and the lowest with MPTCP except forWдLb ,
where the CPU energy is minimum with LTE alone.

3.2 Streaming
3.2.1 Spotify. Figure 4a shows that, in locations with goodWiFi,

whereMPTCP sends again almost all the bytes overWiFi (Figure 4c),
MP-WiFi performs better than (WдLд ) or equal to (WдLb ) the best
SPTCP (WiFi) while the performance of MP-LTE is lower than that
of the best SPTCP. Figure 4b shows that the energy cost with MP-
WiFi is similar to that of WiFi alone in both cases while the energy
cost of MP-LTE is higher due to an increase in Edata .

On the other hand, MPTCP improves the performance signifi-
cantly compared to SPTCP in cases of poor WiFi (WbLд andWbLb ).
In locationWbLд , MP-WiFi is slightly more energy efficient than
MP-LTE but both MPTCP versions are slightly less energy efficient
than LTE alone, due to a small increase in Edata . In locationWbLb ,

only MP-WiFi improves performance compared to SPTCP, interest-
ingly, with a simultaneous reduction in the energy cost due to a
decrease in both Edata and Ecpu . In contrast, the performance of
MP-LTE remains similar to that of best SPTCP (WiFi) albeit with
large standard deviation, and the energy cost is higher compared
to WiFi alone due to an increase in Edata .

Similar to the previous two apps, Figure 4d shows that WiFi
results in higher CPU utilization except in location WbLд . The
utilization with MPTCP is either between that of WiFi and LTE
alone or equal to the highest of the two but never increases further.
The contribution of CPU to the total energy consumption is again
the highest with WiFi and the lowest with MP-LTE.

3.2.2 YouTube. In Figures 5a, 5b, we observe that MPTCP im-
proves the download throughput in all 4 locations compared to
SPTCP and results in energy consumption lower than (WbLb , due
to a decrease in both Edata and Ecpu ) or similar to (other three
locations) the energy consumption of the most energy efficient
SPTCP (e.g., WiFi inWдLд , LTE inWbLд ). However, we noticed that
the video quality remained the same in all the experiments (480p)
regardless of the throughput. Note that, in locationWbLb , the im-
provement comes only with MP-LTE (expected as LTE throughput
was higher than WiFi throughput during this set of experiments),
while MP-WiFi results in both lower throughput and higher energy
cost (due to an increase in both Edata and Ecpu ) compared to LTE
alone. Note that 99% of the bytes with MP-WiFi inWbLb are sent
over WiFi (Figure 5c), potentially due to poor interactions in the
congestion control mechanism. A similar result for MP-WiFi is
observed in locationWдLb , here due to a small increase in Edata .

Similar to the previous apps, Figure 5d shows that WiFi results
in higher CPU utilization except in locationWbLд . MPTCP results
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(a) WPLT – large sites.
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(b) Energy – large sites.
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(c) Data breakdown – large sites.
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(d) CPU utilization – large sites.
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(e) WPLT – small sites.
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(f) Energy – small sites.
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(g) Data breakdown – small sites.
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(h) CPU utilization – small sites.

Figure 6: Firefox.

in higher utilization in locationsWдLд ,WдLb ,WbLд and lower in
WbLb . The contribution of CPU to the total energy consumption is
again the highest with WiFi and the lowest with MP-LTE.

4 INTERACTIVE APPLICATIONS
4.1 Browsing
We divide the 12 web sites in 2 groups: large sites (qq, flickr, nytimes)
and small sites (imgur, wikipedia, google, facebook, youtube, yahoo,
baidu, amazon, twitter). The total number of downloaded bytes from
the three large sites varies from 6-15 MB (depending on the number
of embedded objects, images in flickr, etc. that change at every visit).
On the other hand, the total number of downloaded bytes from the
nine remaining sites is always less than 5 MB.

Figures 6a, 6e show that WiFi alone always results in the lowest
PLT for both large and small sites and MPTCP results in increased
PLT. The increase is often significant, in the range of 75-130% (large
sites:WдLд ,WдLb , small sites:WдLд ,WдLb , andWbLb ). The only
exception is large sites atWbLb , where MP-WiFi yields a small
decrease in the PLT compared to WiFi and LTE alone. Overall, this
result is even worse than the result in [22] (1-7% improvement
over the best single-path TCP PLT) and similar to the result in [15].
Additionally, Figures 6b, 6f show that MPTCP results in higher
energy cost compared to the most energy efficient SPTCP with the
exception of large sites in locationWдLb (a 15% improvement over
WiFi due to a decrease in Ecpu ). Similar to the PLT, the increase in
the energy can be significant and comes primarily from an increase
in Edata . A similar result was found in [31]. Figures 6c, 6g show
that in all cases, most of the bytes are delivered over WiFi with
MPTCP, regardless of the primary flow. We confirmed again that
WiFi exhibited significantly shorter RTTs than LTE.

In contrast to all the data intensive apps, Figures 6d, 6h show that
WiFi alone results in higher CPU utilization in all four locations,

even inWbLд . Further, MPTCP yields the lowest CPU utilization in
several cases, although sometimes the selection of the primary flow
matters a lot (e.g., large sites:WдLд ,WbLb , small sites:WдLд ). On
the other hand, similar to the data intensive apps, the contribution
of CPU to the total energy consumption is the highest with WiFi
and the lowest with MP-LTE (except for small sites atWbLд , where
LTE alone results in the lowest CPU energy consumption). Another
observation from Figure 6f is that in the case of small sites, the
contribution of CPU to the total energy consumption is sometimes
unusually high; more than 50%.

4.2 Social networking applications
These two apps transfer the smallest amount of data among all the
apps we consider, in small bursts. Facebook transfers 1.5-3 MB and
Messenger only 50-160 KB.

4.2.1 Facebook. Figure 7a shows that the average RTT with
WiFi alone is the lowest at all 4 locations. The average RTT with
MPTCP lies between the SPTCP values in all four locations; in
WbLb , MP-WiFi actually results in an RTT slightly higher than the
worst SPTCP RTT. The lower WiFi RTTs result in most bytes being
transferred over WiFi in both MP-WiFi and MP-LTE (Figure 7c).
Figure 7b shows that MPTCP slightly decreases the energy con-
sumption compared to the most energy efficient SPTCP inWbLд ,
primarily due to a decrease in Ecpu , but results in higher (MP-WiFi)
and much higher (MP-LTE) energy cost than the most energy effi-
cient SPTCP inWbLb , mainly due to an increase in Edata . In the
remaining two locations, MP-WiFi results in lower RTT and lower
energy cost thanMP-LTE. Similar to web browsing, Figure 7d shows
thatWiFi alone results in higher CPU utilization in all four locations
although the differences are very small among the four configura-
tions. The contribution of CPU to the total energy consumption is
again the highest with WiFi and the lowest with MP-LTE.
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(b) Energy consumption.
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(c) Data breakdown.
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Figure 7: Facebook.
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(b) Energy consumption.
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(c) Data breakdown.
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Figure 8: Messenger.

4.2.2 Messenger. Similar to Facebook, Figure 8a shows thatWiFi
RTTs are the lowest and RTTs with MPTCP are typically between
those with SPTCP. The only exception isWbLb whereMP-WiFi does
improve the average RTT although with a large standard deviation.
Again, most of the bytes are transferred over WiFi, especially in the
case of MP-WiFi (Figure 8c). Figure 8b shows that MPTCP consumes
more energy than WiFi alone inWдLд andWbLд due to an increase
in Edata while the energy efficiency in the other two locations
depends on the selection of the primary flow. InWдLb , MP-WiFi is
the most energy efficient configuration, reducing both Edata and
Ecpu compared to WiFi alone, while MP-LTE is as good as WiFi
alone and better than LTE alone. On the other hand, inWbLb , MP-
LTE and WiFi alone are the most energy efficient configurations
but MP-WiFi results in 5x higher energy compared to WiFi alone,
due to an increase in both Edata and Ecpu . Figure 8d shows that
CPU utilization remains similar with all four configurations and
always lower than 20%. Further, the contribution of CPU to the
total energy consumption is similar with all four configurations in
the three first locations. Differently from other apps, inWbLb the
contribution of CPU is quite high with MP-LTE (38%), similar to
that of WiFi alone (40%), while the contribution with MP-WiFi and
LTE alone is significantly lower (23%).

5 SUMMARY OF THE RESULTS
Tables 3, 4, 5 summarize our results comparing the performance,
energy, and CPU utilization of MPTCP to those of the best SPTCP
in each of the 32 scenarios (a scenario is a given app tested at a
given location). Column “Best” in Tables 3, 4 shows which of the
two MPTCP versions achieves higher performance or lower energy
consumption, respectively. In Table 4, we add in parentheses which

of the two energy components (Ecpu or Edata ) contributes to the
increase or decrease of the total energy consumption. E.g., ↑ (Edt )
means that MPTCP increases energy consumption and the increase
comes from Edata . Column “Lowest NU, EcpuEna ” in Table 5 shows
which of the two MPTCP versions achieves the lowest NU and the
lowest fraction of CPU energy consumption over the total energy.

Table 3 shows that MPTCP (at least one of the two versions)
results in better performance than the best SPTCP in only 13/32
scenarios. In contrast, both versions result in performance degrada-
tion in 14 scenarios, while in the remaining 5 scenarios, at least one
version of MPTCP retains similar performance to the best SPTCP.
Both MPTCP versions perform better than the best SPTCP in only
6 out of 13 scenarios. Among the remaining 7 scenarios, MP-WiFi
improves the performance in 5 and MP-LTE in the remaining 2. The
location that mostly favors MPTCP isWbLb (6/13 scenarios). Intu-
itively, MP-WiFi typically performs better thanMP-LTE at locations
with good WiFi (12/16 scenarios at locationsWдLд andWдLb ) and
often when both networks exhibit poor performance (5/8 scenarios
at locationWbLb ). In contrast, MP-LTE outperforms MP-WiFi typi-
cally when LTE is faster than WiFi (at locationWbLд ). As expected,
MPTCP mostly benefits data intensive apps (11/16 scenarios) but it
degrades the performance of interactive apps (14/16 scenarios).

The situation becomes worse when we look at the energy cost
in Table 4. MPTCP (at least one version) improves the energy effi-
ciency compared to the most energy efficient SPTCP only in 7/32
scenarios. At least one MPTCP version has similar energy cost to
SPTCP in 10 scenarios while in the remaining 15 scenarios, MPTCP
results in higher energy cost. Among the 7 scenarios where MPTCP
improves energy efficiency, each of MP-WiFi and MP-LTE achieves



Table 3: Summary of performance results. Legend: ↑: better performance than the best SPTCP. ↓: worse performance than the best SPTCP. ≃:
similar performance to the best SPTCP.

WдLд WдLд Wb Lд Wb Lb
App MP-WiFi MP-LTE Best MP-WiFi MP-LTE Best MP-WiFi MP-LTE Best MP-WiFi MP-LTE Best

SpeedTest ↑ ↑ MP-LTE ≃ ↓ MP-WiFi ≃ ≃ Similar ↑ ↑ MP-WiFi
Dropbox ↓ ↓ Similar ↓ ↓ MP-WiFi ↑ ↑ MP-LTE ↑ ↑ MP-LTE
Spotify ↑ ↓ MP-WiFi ≃ ↓ MP-WiFi ↑ ↑ MP-LTE ↑ ≃ MP-WiFi
YouTube ↑ ≃ MP-WiFi ≃ ↑ MP-LTE ↑ ↑ MP-LTE ↓ ↑ MP-LTE

Firefox/large ↓ ↓ MP-WiFi ↓ ↓ Similar ↓ ↓ Similar ↑ ↓ MP-WiFi
Firefox/small ↓ ↓ MP-WiFi ↓ ↓ MP-WiFi ↓ ↓ MP-LTE ↓ ↓ MP-WiFi
Facebook ↓ ↓ MP-WiFi ↓ ↓ MP-WiFi ↓ ↓ MP-LTE ↓ ↓ MP-LTE
Messenger ≃ ↓ MP-WiFi ↓ ↓ MP-WiFi ↓ ↓ MP-WiFi ↑ ↓ MP-WiFi

Table 4: Summary of energy results. Legend: ↑: higher energy cost than the most energy efficient SPTCP. ↓: lower energy cost than the most
energy efficient SPTCP. ≃: similar energy cost to the most energy efficient SPTCP.

WдLд WдLд Wb Lд Wb Lb
App MP-WiFi MP-LTE Best MP-WiFi MP-LTE Best MP-WiFi MP-LTE Best MP-WiFi MP-LTE Best

SpeedTest ↓ (both) ↓ (both) MP-LTE ≃ ↑ (Edt ) MP-WiFi ↑ (Edt ) ↑ (Edt ) MP-LTE ↓ (both) ↓ (both) MP-WiFi
Dropbox ↑ (Edt ) ↑ (both) MP-WiFi ↑ (Edt ) ↑ (both) MP-WiFi ↑ (Edt ) ↑ (Edt ) Similar ↑ (Edt ) ↑ (Edt ) MP-LTE
Spotify ≃ ↑ (Edt ) MP-WiFi ≃ ↑ (Edt ) MP-WiFi ↑ (Edt ) ↑ (Edt ) MP-WiFi ↓ (both) ↑ (Edt ) MP-WiFi
YouTube ≃ ≃ Similar ↑ (Edt ) ≃ MP-LTE ≃ ≃ Similar ↑ (both) ↓ (both) MP-LTE

Firefox/large ↑ (Edt ) ↑ (Edt ) Similar ↓ (Ecpu ) ↓ (Ecpu ) Similar ↑ (Edt ) ↑ (Edt ) MP-LTE ↑ (Edt ) ↑ (Edt ) MP-LTE
Firefox/small ↑ (Edt ) ↑ (Edt ) MP-WiFi ↑ (Edt ) ↑ (Edt ) MP-WiFi ↑ (Edt ) ↑ (Edt ) Similar ↑ (Edt ) ↑ (Edt ) MP-WiFi
Facebook ≃ ↑ (Edt ) MP-WiFi ≃ ↑ (Edt ) MP-WiFi ↓ (Ecpu ) ↓ (Ecpu ) MP-LTE ↑ (Edt ) ↑ (Edt ) MP-WiFi
Messenger ↑ (Edt ) ↑ (Edt ) Similar ↓ (both) ≃ MP-WiFi ↑ (Edt ) ↑ (Edt ) Similar ↑ (both) ≃ MP-LTE

Table 5: Summary of MPTCP impact on CPU. Legend: ↑: higher NU than the SPTCP with the lowest NU . ↓: lower NU than the SPTCP with
the lowest NU . ≃: similar NU to the SPTCP with the lowest NU .

WдLд WдLд Wb Lд Wb Lb
App MP-WiFi MP-LTE Lowest NU ,

Ecpu
Ena

MP-WiFi MP-LTE Lowest NU ,
Ecpu
Ena

MP-WiFi MP-LTE Lowest NU ,
Ecpu
Ena

MP-WiFi MP-LTE Lowest NU ,
Ecpu
Ena

SpeedTest ↑ ≃ MP-LTE,MP-LTE ↑ ↑ MP-LTE,MP-LTE ↑ ↑ Similar,MP-LTE ↓ ↓ MP-LTE,MP-LTE
Dropbox ↑ ↑ MP-WiFi,MP-WiFi ↑ ↑ MP-LTE,LTE ↑ ↑ MP-LTE,MP-LTE ↑ ↑ MP-WiFi,MP-WiFi
Spotify ↑ ↑ MP-LTE,MP-LTE ↑ ↑ MP-LTE,MP-LTE ↑ ↑ Similar,MP-LTE ↑ ↑ MP-LTE,MP-LTE
YouTube ↑ ↑ MP-LTE,MP-LTE ↑ ↑ Similar,MP-LTE ↑ ↑ MP-LTE,MP-LTE ↓ ≃ MP-WiFi,MP-LTE

Firefox/large ↑ ≃ MP-LTE,MP-LTE ↑ ≃ MP-LTE,MP-LTE ↓ ↓ MP-LTE,MP-LTE ↓ ≃ MP-WiFi,MP-LTE
Firefox/small ↑ ↓ MP-LTE,MP-LTE ↑ ≃ Similar,MP-LTE ↑ ↑ Similar,LTE ↓ ↓ Similar,MP-LTE
Facebook ↑ ≃ MP-LTE,MP-LTE ↓ ≃ MP-WiFi,MP-LTE ≃ ↑ MP-WiFi,MP-LTE ↑ ≃ MP-LTE,MP-LTE
Messenger ≃ ≃ Similar,MP-LTE ≃ ≃ Similar,MP-LTE ≃ ≃ Similar,MP-LTE ≃ ≃ Similar,MP-WiFi

better energy savings in 3/7 scenarios while the energy consump-
tion is similar in one scenario. Note also that MPTCP improves
both performance and energy efficiency in only 4 scenarios. Out of
the remaining 9 scenarios in which MPTCP improves performance,
the energy cost remains the same with both MPTCP and SPTCP in
4 while a performance-energy tradeoff appears in the remaining 5.
Similarly, a performance-energy tradeoff appears in the remaining
3 scenarios where MPTCP improves the energy efficiency. Similar
to performance, the location that mostly favors MPTCP in terms
of energy consumption isWbLb (3/7 scenarios). In contrast to per-
formance, the impact on the energy cost is similar for both data
intensive and interactive apps.

Table 5 shows that MPTCP in general results in higher CPU
utilization compared to SPTCP. MPTCP reduces NU only in 7/32
scenarios; 5 involving interactive apps and 2 involving data inten-
sive apps. The location that favors MPTCP is againWbLb . However,
there is no strong correlation between NU and performance or
energy efficiency. Out of the 7 scenarios where MPTCP decreases
NU , performance improves only in 2, energy efficiency in 1, and
both metrics in 1. Note that higher NU typically does not translate
in higher CPU energy consumption; in particular for MP-LTE, the
fraction of the CPU energy consumption over the total energy is
the lowest among the four configurations in most scenarios. As
Table 4 shows, the increased total energy cost in most scenarios
mainly comes from an increase in Edata due to the combined use
of both NICs.

6 RELATEDWORK
Performance. Initial experimental studies [9, 9, 15, 15, 16, 25, 28,
30, 32] used mostly laptops and focused on file transfers. The most
relevant to our work are [9, 15], which measure performance over
cellular and WiFi networks and show that, for short flows, MPTCP
performs worse than SPTCP over the fastest path. The latter also ex-
amines the performance of two real applications (Dropbox and web
browsing) over MPTCP using emulation and trace replay. Similarly,
Ferlin et al. [16] show that multi-path transfer might actually have
a negative impact over heterogeneous wireless networks. Different
from these works, Qian et al. [28] study the impact of MPTCP on a
single application – web browsing.

More recent studies examine the impact of MPTCP on smart-
phone apps. De Coninck et al. [11, 13] study eight popular Android
apps focusing on their usage of WiFi and cellular networks. The
same authors study a crowd-sourced dataset from 12 real smart-
phone users over a 7-week period [12], focusing on transport layer
characteristics – subflow RTTS and utilization, retransmission and
reinjection, and handovers. In our work, we use their automated test
framework from [11, 13] but we investigate energy-performance
tradeoffs for various applications. Nikravesh et al. [22] analyze a
larger dataset collected from 15 students over a 4-month period
that includes both passive and active measurements, and comple-
ment this trace with controlled experiments. They also confirm that
MPTCP performs worse than SPTCP for short flows or when one
of the two networks is substantially faster than the other one.



Energy consumption. In contrast to performance, MPTCP en-
ergy consumption has received relatively less attention. Initial
works [26, 27, 29] relied only on simulations and often use outdated
measurement studies to obtain the parameters for their energy and
throughput models (e.g., [7, 18, 19]) which do not reflect the WiFi
and LTE speeds available in modern smartphones.

The majority of experimental studies examine energy consump-
tion in the case of file downloads [14, 15, 21, 23, 31]. Deng et al.
only study the energy consumption of the backup mode. Paasch et
al. [23] and Croitoru et al. [14] evaluate the energy consumption of
cellular/WiFi handover with MPTCP. Nika et al. [21] conduct the
first experimental study comparing the energy and performance of
radio bundling via MPTCP vs. an ideal protocol. Their results show
that MPTCP achieves only a fraction of the total performance gain
possible and its total energy consumption is similar to LTE-only
and up to 3.5 times higher compared toWiFi-only. Lim et al. develop
a model of the energy consumption of MPTCP as a function of the
WiFi and LTE throughputs and use it to design an energy-aware
variant of MPTCP [31], which tries to reduce the energy consump-
tion with minimal impact to download latency. The only work that
examines the energy consumption of specific apps is [22]. However,
most of their findings with respect to energy consumption come
from trace-based simulations and modeling, which admittedly re-
sult in a coarse-grained estimation, and their focus is on comparing
the energy contribution of each of the two interfaces. In contrast,
our focus is on analyzing the energy consumption of MPTCP (vs.
SPTCP over WiFi/LTE) via direct measurements.

7 CONCLUSION
This work, to our best knowledge, is the first that seeks an answer
to the question “When is MPTCP beneficial in smartphones?” by
jointly considering the impact on performance, energy consump-
tion, and CPU utilization. We answer this question via an extensive
experimental study, considering different types of real Android
applications and a variety of network conditions. Our results reveal
that the benefits of MPTCP in smartphone apps in practice are quite
limited; in several cases, MPTCP in fact can hurt both performance
and energy consumption, especially in the case of interactive apps
or under heterogeneous network conditions. We believe that our
findings provide valuable insights to smartphone designers and
mobile app developers towards improving user experience and
extending smartphone battery life.
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