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Abstract—We present methods for patrolling and surveillance
in an environment with a distributed swarm of robots with limited
capabilities. We make use of a distributed triangulation of the
work space, in which a set of n stationary sensors provides
coverage control; in addition, there are © mobile robots that
can move between the sensors.

Building on our prior work on structured exploration of
unknown spaces with multi-robot systems, we can make use of
a triangulation that is constructed in a distributed fashion and
guarantees good local navigation properties, even when sensors
and robots have very limited capabilities. This physical data
structure allows triangles to sense, compute, and communicate the
information required to guide navigating robots while circulating
in the region. We present: 1) A description of a real-world robot
platform (the r-one robots) with limited capabilities that allows
coverage, communication and mobility 2) A summary of how to
achieve coverage by building a triangulation of the workspace,
and the ensuing properties. 3) A description of a simple local
policy (LRYV, for Least Recently Visited) for achieving coverage
by the patrolling robots. 4) A description of a alternative local
policy (AR, for Age Rank) that identifies important vertices, thus
ensuring smaller refresh times for those, and allowing more
flexible response to events. 5) Experimental results for both
policies.

I. INTRODUCTION AND RELATED WORK

Many practical applications of multi-robot systems, such
as search-and-rescue, exploration, mapping and surveillance
require robots to disperse across a large geographic area.
Large populations of robots can maintain coverage of the
environment after the dispersion is complete. These large
populations will require the individual robots to be low-cost,
precluding the use of expensive sensors or actuators. A solution
is to deploy a heterogeneous group of robots, with many
small robots to map the environment and perform simple local
communication, and only a few capable robots to patrol or
respond to events. After deployment of the mapping robots,
controlling the more powerful robots amounts to a a coverage
control problem: how to move the navigating robots in order
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Fig. 1: Sample triangulated network with three patrolling robots
(red circles). Blue lines indicate the dual graph of the triangulation.
The number in each triangle represents the refresh timestamp of
each triangle. The LRV policy lets patrolling robots move toward
the adjacent triangles having largest timestamp (red arrows).

to ensure small latency in visiting all areas of the surveyed
environment.

There are many approaches to coverage control [7],
[31, [4], [5]. Using a heterogeneous system of robots allows
us to deploy a large number of simple robots to explore
the environment in a structured way [12]. In this work, the
robots triangulate the environment, producing a physical data
structure — a set of triangles formed by the positions of
the robots. This physical data structure allows triangles to
sense, perform simple computations, and communicate the
information required to guide navigating robots for achieving
coverage control. Fig. 1 shows an example experiment.

Making use of the dual graph of the triangulation, we can
perform simple navigation tasks based on purely local informa-
tion, while achiving constant stretch for navigation tasks, i.e,
staying within a bounded factor of the minimum achievable
travel time with full information and perfect control; see our
paper [12] for more details. The next level of challenges
considers how to move the more flexible, mobile robots around
the dual graph in order to ensure that each subarea gets visited



at regular intervals.

This paper presents:

e A summary of underlying structural properties that we
can achieve for the stationary set of sensors.

e A discussion of the local Least Recently Visited policy
achieving full coverage of the guarded region by the
mobile sensors.

e The alternative Age Rank local policy that focuses on
patroling only the “important” portions, with the idea
of staying central and being more flexible to respond to
events.

e Hardware and simulation experiments.

Basic Assumptions

We are interested in policies for a population of n sta-
tionary sensors and k£ mobile robots, and focus our attention
on approaches applicable to small, low-cost devices with
limited sensors and capabilities. In this work, we assume that
robots do not have a map of the environment, nor the ability
to localize themselves relative to the environment geometry,
i.e. SLAM-style mapping is beyond the capabilities of our
platform. We exclude solutions that use centralized control,
as the communication and processing constraints do not allow
these approaches to scale to large populations. We also do
not assume that GPS localization or external communication
infrastructure is available, which are limitations present in an
unknown indoor environment. We assume that the communi-
cation range is much smaller than the size of the environment,
so a multi-hop network is required for communication. Finally,
we assume that the devices know the geometry of their
local communications network. This local network geometry
provides each mobile robot with relative pose information
about its neighboring sensors.

We assume that a large group of simple robots has dis-
persed into the environment and triangulated the environment;
see [2] for an illustrative video, and [12] for a technical paper.
The main objective is to perform patrolling by the mobile
robots, i.e., a protocol that makes sure the robots circulate
within the region, visiting portions at regular intervals, and
are able to respond to events when they happen. Clearly, these
objectives can be carried out in different ways: (1) We can
aim for strictly local policies that ensure all dual vertices get
visited infinitely often. (2) We can aim for strictly local policies
that ensure the “important” vertices get visited frequently, so
that the response time to an event can be kept small. As
we will demonstrate, there is a simple policy (called Least
Recently Visited, LRV) that can ensure property (1), albeit at
the price of potentially exponentially coverage times. On the
other hand, we propose a local heuristic (called Age Rank,
AR) that uses only local computation for identifying central
dual vertices with relatively large time stamp for ensuring
preferential refresh times; this comes at the possible price of
lower visiting frequencies for lesser dual vertices, but aims at
getting in their vicinity more often.

Related Work

Our results rely on the computational power of many small
robots distributed throughout the environment. There is a large
body of work on using distributed sensors networks for robot
navigation, we cannot cover them all here, but note Batalin’s

approach, which is similar to our own [1]. Our network is
composed of triangles, which provide useful geometric proper-
ties. Approaches like Spears et.al. in [16] build a triangulated
configuration using potential fields, but the network does not
have a physical data structure, so the robots never recognize
that they form triangles. Our approach allows us to use
triangles as computational elements, which support practical
distributed computations. Geraerts [10] or Kallmann [11], use
a triangulated environment for path planning, but require global
information and localization. Our approach is fully distributed,
using only local information and communications.

Optimizing the refresh frequency when patrolling a graph
amounts to finding a shortest roundtrip that visits all vertices,
i.e., the well-known Traveling Salesman Problem (TSP). The
TSP is known to be NP-hard, even for full information and
central control. Making use of approximation algorithms for
the TSP, policies with a limited amount of global information
have been proposed, e.g., based on building a minimum
spanning tree [8]; however, this does require some global
communication, even with only local connections.

An alternative option is to make use of only local informa-
tion that can be tracked by the dual vertices. This can be based
on time elapsed since the last visit by a robot. This has been
considered in the context of token passing in decentralized ad-
hoc networks. As Malpani et al. [13] showed, the policy Least
Recently Visited (LRV) ensures that finite refresh times can be
guarantee. However, Cooper et al. [6] demonstrated that the
policy may result in refresh times that are exponential in the
size of the graph. More on this will be discussed in Section III,
where we discuss LRV in the context of mobile robots.

In the context of patrolling, it may be more relevant to
circulate among a set of central locations from which every
other portion of the region can be reached relatively quickly
when the need arises, rather than visiting all nodes at larger
interval. We will propose a policy that makes use of only local
information, and has some resemblance to the well-known
Page Rank; see [14], and [15] for a study of this and other
centrality measures.

II. MODEL AND PRELIMINARIES
A. Robot Model

We have a system of n triangulation robots and p navi-
gation robots. The communication network is an undirected
graph G = (V, E). Each robot is modeled as a vertex, u € V,
where V' is the set of all robots and F is the set of all robot-
to-robot communication links. The neighbors of each vertex u
are the set of robots within line-of-sight communication range
Tmaz Of TODOt u, denoted N(u) = {v € V | {u,v} € E}.
We assume all network edges are also navigable paths. Robot
u sits at the origin of its local coordinate system, with the Z-
axis aligned with its current heading. Robot w cannot measure
distance to its neighbors, but can only measure the bearing
and orientation.

B. Environment Triangulation

We make use of our MATP triangulation algorithm [9], [2],
which explores an unknown region. The exploration proceeds
in a structured, breadth-first fashion, leaving a triangulated
network in its wake. These triangles, and their associated dual
graph, can be modeled as computational elements, but the



actual processing and communication occurs on the robots.
This allows us to model information stored in a distributed
fashion on triangles, and reason about communication via the
dual graph.

III. LocAL PATROLLING POLICIES

Fig. 2: An example of triangulation with a dual graph. Thin circles,
red circles, blue lines, and bold black lines represent stationary robots,
patrolling robots, dual graph, and primal graph, respectively. The
number of each square indicates the current refresh time of each
triangle. There is no explicit data structure storing the dual graph.
Instead, information of each triangle is stored in the stationary robots
that form the triangle.

We use the basic triangulation to support a simple dis-
tributed patrolling algorithm. Each triangle stores the time
elapsed since its last visit, the refresh time, RT:(A;). The goal
is to minimize the refresh time of each triangle.

A basic local patrolling algorithm (called LRV, for least
recently visited) simply moves each robot into the adjacent
triangle with the largest RT;(A;). While simple, this policy
is known to produce complete coverage. In the rest of this
section for clarity of presentation, we refer to the dual graph
G induced by the triangulation.

The LRV policy has been studied in various contexts.
Fig. 5a demonstrates that it exhibits relatively good behavior in
practice; it shows data for the LRV policy under the patrolling
experiment shown in Fig 1. The experiment starts with one
navigating robot; we add another at 1500 and 3600 seconds.
As we deploy more navigating robots, the maximum RT3 (A;)
decreases, seen in the red line that shows the 400s moving
average.

However, theoretically it is known that the worst-case
behavior of LRV can be exponential in the number of nodes in
the graph for certain graphs. That is, for every n there exists
a graph with n vertices in which the largest refresh time for
a node is exp(©(n)) [6]. Fig. 3 depicts the basic structure
of one such graph, which filters a fixed percentage (1/3 to
be precise) of all left-to-right paths that go past the diamond-
like structures or gadgets. If we connect ©(n) such gadgets
in series, we will require a total of (3/2)©(™) paths, starting
from the left for at least one of them to reach the rightmost
point in the series. Because of this, we supplement the LRV
policy with a novel policy that aims to patrol central areas more
often. This policy uses a simple local policy update method
to compute a centrality score for each node. This score leads
the robot in the direction of central nodes that have not been
visited in the recent past. It is vaguely inspired by the Pagerank
score assigned to nodes in the web graph [14] and as such we
term it Age Rank. A high-level description of the distributed
scoring mechanism is as follows. Each node v has an Age
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Fig. 3: Graph with n vertices with a chain of ©(n) gadgets. A single
gadget is colored in red for illustration purposes. Patrolling takes
exponential time in the worst case [6].

Rank local score, which is initialized to the refresh time, that
is, ARy(v) := RTy(v). Then at each step, for every node v in
the graph it transmits to its neighbours an additional score of
¢/6(v)ARy(v) where 6(v) is the degree of v and 0 < ¢ < 1.
Simultaneously the node receives the transmitted amounts from
its neighbours.

ARy (v) = (1= ) AR, (v) + ) (cAR,(u)/8(w),
u€N (v)
or more precisely (using matrix notation), we have
ﬁt#»l = C(AT — A)TRt + (1 — C)TRt,

where A denotes the row normalized adjacency matrix and
ARy denotes the column vector of age rank scores at time ¢.
Here A is the adjacency matrix such that every row is divided
by the degree of the row node and thus each row adds up to

IV. EXPERIMENTAL RESULTS

Fig. 4: Snapshot of the r-one robot used in the experiments.

Fig. 1 shows our experimental setup for testing LRV pa-
trolling. We built eleven triangles using eleven low-cost robots
as shown in Fig. 4. We place between one and three robots
to patrol along the dual graph in the triangulation. For the
next triangle, each patrolling robot then selects a triangle that
has maximum timestamp among all adjacent triangles. Fig. 5a
shows data from the patrolling experiment.The experiment
starts with one navigating robot; we add another at 1500
and 3600 seconds. As we deploy more navigating robots, the
maximum RTx,(t) decreases, seen in the red line that shows
the 400s moving average.

We also simulated the patrolling performance using 1, 3,
10, and 20 robots in an triangulated environment with a large
number (101) of triangles, as shown in Fig. 5b. Each color
indicates the refresh time of each triangle. Fig. 5c¢ shows the
comparison of the maximum refresh time among all triangles
at each round. As we put more patrolling robots, the maximum
refresh time rapidly decreases. In addition, we could measure
the time to cover all triangles at least once. For k£ = 1, it takes
about 5000 rounds while only about 700 rounds is required
for k£ = 20.
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Fig. 5: (a) LRV Patrolling experiment results from a triangulation with 11 triangles. The setup is shown in Fig. 1. The experiment starts
with one patrolling robot, and adds additional patrolling robots after 1500 seconds and 3600 seconds, respectively. (b) Distributed patrolling
simulation screen shot. We test with 1, 3, 10, and 20 patrolling robots. Moving circles and equilateral triangles represent robots and the target
triangle of each robot, respectively. The color of each triangle indicates current refresh time. As the current refresh time of a triangle increases,
its color is close to black. (¢) Resulting maximum refresh time at each round with & = 1,3,10,20. As we add more robots, the maximum

refresh time for each round decreases.
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Fig. 6: A patrolling simulation with the modified policy based on
Age Rank (AR), and k£ = 4 robots. The setup is the same as in
in Fig. 5b. We show a comparison of the original LRV policy with
the one enhanced by AR (LRV+AR). Shown are the refresh times
for both policies for getting within dual distance of d = 1, showing
that the enhanced local policy is better for getting close to all dual
triangles.

A simulation based on a combination of LRV and Age
Rank is shown in Fig. 6. Shown is a setting with k = 4 robots,
and for getting within a dual distance of d = 1 of each triangle.
Clearly, this produces even better results.

V. CONCLUSION

We have demonstrated how a combination of a weak
stationary swarm with a set of mobile robots with limited
capabilities gives rise to problems of distributed coverage.
A simple policy (based on purely local information without
any sophisticated communication between devices) allows
complete coverage of the mapped area, but may lead to high
refresh times for all portions; we gave an alternative approach
(called Age Rank) that focuses only on central vertices, and
uses only local computations.

It is clear that there are a variety of other policies that can
be used, provided that the involved stationary and mobile de-
vices can employ more sophisticated communication protocols.
It is an interesting task to balance the required assumptions
with the resulting performance guarantees.
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