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Outline

Sequential Sequence alignment algorithm 
• Smith-Waterman & Needleman–Wunsch 

Parallele Smith-Waterman 
• Time Complexity  
• Memory cost 

Experiment Result 
• Fix data, increase number of processor 

-On single node 
-On multiple nodes 

• Fix data per processor, increase data and processor number 

Reference
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Smith-Waterman

Needleman–Wunsch
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Smith-Waterman	Algorithm
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How to parallel
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follow the update rule, 
each diagonal can be 
computed at the same 
time
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follow the update rule, 
each column can be 
computed at the same 
time
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M Row

N Column

M + N -1 steps

How Many steps?
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8 row, 16 column, 4 Processor

For M row, N column, P processors 

Suppose 1 process fill 1 entry cost t seconds. each processor got N/P rows 
In each step each process need to fill N/P entry cost (N/P) t. 
All M + N -1 step. Cost [(M + N -1) x N / P] t 

While sequentially cost M*N, The ratio is (M+N-1) / MP 
(when M = N, the factor is about 2/P)

Speed-up factor
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Save memory to 
scale the data

Processor Max

Processor Max

Processor Max

Processor Max

Max and index

8 row, 16 column, 4 Processor

Only save 3 column

max and index

Only save the maximum 
and index
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Fix data, increase number of processor

Running time on 1 node with 
32 cores 

Because communication cost 
much more than computing 
in each time circle

P 2 4 8 16 32

T 26s 24s 15s 9s 7s
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Running time on multiple 
nodes with 1 process per 
node 

Running time increase for 
large number of processors. 
Hard to observe speed up on 
m u l t i - n o d e , B e c a u s e 
communication between 
nodes are even more costly

P 2 4 8 16 32 64

T 32s 30s 28s 27s 27.5s 32.5s

Fix data, increase number of processor
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P 2 4 8 16 32 64 128 256

T 3225 2016 1257 651 403 281 313 343

Running time on multiple 
nodes with 1 process per 
node, Increase query size 
1.28*10^3 and reference size 
10^5 

Still observing running time 
increase after 64 processors

Fix data, increase number of processor
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P 2 4 8 16 32 64 128 256

T 32535 24915 9075 4980 3315 1980 1201 902

Running time on multiple 
nodes with 1 process per 
node, Increase query size 
1.28*10^4 and reference size 
10^5 and reference size 

Running time get closer to 
logarithm curve

Fix data, increase number of processor
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Fix data per processor

P 2 4 8 16 32 64

T 31.5s 33s 35.5s 38 41.5s 44s

Running time on multiple 
nodes with 1 process per 
n o d e , k e e p q u e r y p e r 
processor to be 50. 

R u n n i n g t i m e s l i g h t l y 
i n c r e a s e . B e c a u s e t h e 
increasing of communication.
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Thanks


