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Problem Statement

Initializing the random masses, velocities, positions of N particles we try to calculate forces
present between them, as a result, their actual orbital movements for all possible periods after
certain iterations.
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Sequential Algorithm

1. Consider taking input as number of particles having masses (m;, m,, ms, ..

(v1, Uy, U3, .

.., Uy ) and their positions vector (that means in x and y coordinate (p;, p,, p3, ...

..., my), initial velocities
-1 Pn)

2. Newton’s second law of motion states that mass times acceleration m; d2q;/df? is equal to the sum

of the forces on the mass.

But Newton’s law of Gravity says that the gravitational force felt on mass

m; by a single mass m; is given by

Fij =

cmim; (pj—pi) _ Gmim;(p;—p;)

lIpj—pilI®

~lpj—pill? llpj-pill

But to calculate force on n particle we need to calculate summation

of forces of (n-1) particles on n and this will lead to time complexity

of O(n?)

P, of mass m,

Inertial Frame Vid
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P, of mass m,
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Parallel Algorithm

Defining the number of particles and evenly distributing it across
processors.

These particles have masses, velocity and position vector.

Calculate force on each particle due to all other particles from both the
directions.

Once we have calculated force of each particle, we will send the data
back to all the processor and update the position and velocity and then
again calculate the force.

Repeat this till time ‘t’ iterations.

Below are the main MPI Functions used

MPI_Bcast, MPI_Scatter, MPI_Barrier, MPI_Allgather, MP1_Gather
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How does it take place:

Mass, velocity and
position vectors of
particles

Mass, velocity and
position vectors of
particles

Mass, velocity and
position vectors of

Force on

particles
at P5

Mass, velocity and
position vectors of
particles

Mass, velocity and
position vectors of
particles
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Parallel execution during the midterm results
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Experiment on fixed number of Particles and

Iteration on 1 core per node
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Experiment on fixed number of Particles and
Iteration on multiple core per node
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Experiment to see increase in number of
particles keeping PE constant
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Sequential Execution keeping
[teration constant
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Parallel Execution keeping Iteration
constant and Data per PE constant
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Speedup
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Conclusion

* As per Amdahl’s law as the number of communication between particles increase the time
decreases and that is what took place in the first graph for fixed number of particles and increase in
processors we get U curve.

* In sequential execution and parallel execution keeping the iterations constant and increasing the
number of particles we see increase in time.

* As per the Gustafson’s Law, When the number of particles increases but the number of processing
elements stays constant, we observe an increase in computation time.

* Speedup reaches a saturation at around 2500 Particles.

Future Work:

* Access nodes greater than 90 nodes with 1 core per node.

* Try implementing parallel approach using OpenMPI.
14
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THANK YOU!
ANY QUESTIONS?
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