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Optimization is 
Everywhere
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Particle Swarm Optimization
Developed by Russell Eberhart & James Kennedy in 1995 [1]

Image Ref : https://sifutrecht.nl/structureer-werk-mensen-organisatietrend-21e-eeuw/

https://sifutrecht.nl/structureer-werk-mensen-organisatietrend-21e-eeuw/
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• Population based global search algorithm.

• Each solution (particle) fly through search space with directed 
velocity vector to find better solution.

• Velocity vectors are adjusted based on the historical and 
inter-particle information.

• A particle adjusts its position according to its own experience as 
well as the experience of neighboring particles.

• Application : Path finding, Network Design, Clustering, etc.

Particle Swarm Optimization (PSO)
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• A particle status on the 
search space is 
characterized by two factors:

• - position (Xi)

• - velocity (Vi)

• Fitness function is used to 
evaluate particle position.

How PSO works ? 
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•       represents the current position of particle i & k represents pseudo-time increment

•       is the best-found position of particle i upto time steps k

•       represents particle velocity

•      represents global-best position among all particle upto time step k

• c1, c2, r1, r2, wk are constants

Position and Velocity Update
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•
Algorithm
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• Most of the algorithms given in literature are synchronous in nature.

• They require synchronization point at the end of each iteration 
before moving to next iteration.

• Generally results in poor parallel efficiency [2]

• Practically impossible for a processor wait for end of the iteration.

Synchronous Design
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• Don’t require synchronization point

• Next design iteration are analyzed before the current design 
iteration is completed.

• Optimization can proceed to next iteration without waiting for 
completion of all function evaluation from current iterations.

• Advantage : No idle processors 

Asynchronous Design
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• Calculate fitness function in parallel

• Parallel scheme based on MPI

• Master-worker implementation

• Provides dynamic load balancing 
between processors.

Parallel Implementation
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• Maximization of Throughput of the network.

        [3]

 

          [4]

• Objective : Max {throughput(i,j)}

• Use case : DDoS Attack Mitigation

Proposed Fitness Function
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Experimental 
Results
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• Number of iterations = 500

• Problem dimension = 2

• Wk = 0.5

• c1, c2 = 1

• L = 108, C = 1, R = 1(Throughput constants)

Parameters
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Running time (in seconds) of Parallel approach
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Variation of Dimension [5]
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• Working with 16 processors was best.

• Increase on processor decrease running time but only upto certain number 
processors.

• Hands on parallel computing, MPI programming (debugging)

• OpenMP, CUDA implementation

• MPI Gather, Scatter, Allgather instead of MPI_Recv, MPI_Send functions

• Optimize implementation

Observation/Learnings/Future Scope
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