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Logistic Regression

1 | | | |
e Cost Eunction J(6) = —— Z [y(@) X log(hg(;g(z))) + (1 — y(%)) X log(he(gj(z)))]
i=1

* Minimize Cost mein J(0)
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» Gradient Descent 05 < 0; —a-—J(0)
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Gradient Update Rule 0, « 60; — a% ; (hg(x( )) _ y( )) ]

Equations credit: A. Aylin Toku¢ “Gradient Descent Equation in Logistic Regression.” Baeldung
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Gradient Descent: Sequential Algorithm

* Initialize 6 randomly

* for j in range(epochs):
m
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Gradient Descent in Parallel

* Divide input x across processors
* Initialize 6 randomly
* Min-max scaling

* for j in range(epochs):

m

0; < 0; — a% Z (h@(aj(i)) _ y(i)) wgz’)

=1

- Compute average of 6 across

processors

Calculate local
min and max

) () G ()
N\ / J/

[éllreduce min/max

/N T~

x=(x-min)/(max-min) P1 I P2 I [:.._] (;Pn:]

Update local
weights

a[ojafo

[Allreduce weightg]

Min-max
scaling

Loop for
k epochs
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Results: Multiple tasks per node

Time (s)
Processors E5-2650 Gold-6130 ) Runtimes for data size 270,000
60.94 56.18 —e—E5-2650 (16 tasks/node)
4 36.08 30.15 60 o Gelano R tesie/node)
8 19.66 14.93 .
16 10.32 9.76
32 6.82 5.69 ?40
64 6.99 4.46 S0
128 8.56 4.11 »
144 13.65
160 53.71 . — ~
192 52.29 7.14 " w 100 o o0 oo oo
256 49.37 10.21 cPus
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Results: 1 task per node

Runtimes for data size 270,000
25

Processors Time (s) E5-2650v2 (1 task/node)
2 20.27 .
4 9.37 20 18.46
8 7.2
16 6.83 15 139 14.24 13.81
= 12.83
32 12.83 2
E
48 13.9 10 | 277
64 14.24 % 683
96 13.81 5
120 18.46
0
0 20 40 60 80 100 120 140

CPUs
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Results: Speedup

Speedup relative to comparable sequential algorithm

Processors Speedup 18.00
16.11
2 5.43 1600 | 15.28
4 11.74 1400
8 15.28 11.74
12.00
16 16.11
£ 10.00 X
32 8.57 9 \ 7.91 772 7.97
Q800
48 7.91 " 5.96
600 343
64 7.72
96 7.97 0
120 5.96 200
0.00
0 20 40 60 80 100 120 140

CPUs
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Results: Speedup

Processors Speedup

4 1.73

8 1.33

16 1.26

32 2.36

48 2.56

64 2.62

96 2.54

120 3.40

1.73

1.33

1.2

Speedup relative to parallel base case (n=2)

20

2.36

40

2.56

2.62

2.54

60

CPUs
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100
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140
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Results: Fixed size data per node

Processors Speedup

2 2.77

4 3.06
4.3

16 4.84
32 11.14
48 12.95
64 12.14
96 13.94
120 13.58

Running Time

16

14

2.77

20

40

Data/Node = 2250

60

CPUs

80

13.94

13.58

100

120

140
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Results: Infiniband vs Ethernet

Processors  Infiniband Ethernet
2 20.27 22.97
4 9.37 14
8 7.2 17
16 6.83 25.9
32 12.83 22.31
48 13.9 24.07
64 14.24 24.6
96 13.81
120 18.46

Infiniband vs Ethernet
30

25.9

13.81

9.37

7.2 6.83

0 20 40 60 80 100
CPUs

Infiniband —@=— Ethernet

18.46

120

140
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Future Work

* Try Stochastic Gradient Descent

* Explore Hogwild! algorithm
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