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How fo calculate number of
connected components

» Kumar, S., S. Goddard, and J. Prins. Connected components algorithms for
mesh-connected parallel computers. AMS, 1997.

v )

3 8 8 8 o oY

® ® O Qe © © o | @)
®/ \® ® @ @@ ® 000 ~_@
o Te 6 06 6

i & 6

Initial Forest First Iteration Second Iteration




Algorithm

FOREACH vertex u IN G

P(u) := min{u,min{v | vertex v is adjacent to u in G}}
REPEAT
FOREACH vertex u IN ( /* Opportumistic Pointer Jumping */

OldP(u) := Plu)
P'(u) := P{min{ P{u), min{ P{v) | vertex v is adjacent to vertex u in G}})

FOREACH vertex u IN G /* Tree hanging */
P(u) := min{ P(u), min{ P'(v) |P(v) = u}}
FOREACH vertex u IN /* Normal Pointer Jumping */

Plu) == P(P(u))
UNTIL P = OldP




Initialization
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Repeat until convergence
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Data Set

» Overlap graph of four species: Bacteroides vulgatus, Klebsiella
pneumoniae, Moraxella osloensis, Streptococcus suis

®» | was suppose to have 20 species in total, but the other samples were low
quality (this will be explained later).

» Due to alack of data for overlap graphs, | began using Erdés—Rényi (ER)
graphs where the parameters are number of nodes and edge probability




How DNA assembly is done (recap)

» Pick and extract a sample




How DNA assembly is done (recap)

» |solate DNA and prepare for sequencing (this is done through wet lab)




How DNA assembly is done

» Put DNA through sequencer




How DNA assembly is done

» Perform base calling to extract nucleotides.
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How DNA assembly is done

= Finally, you have your reads!

£1246:3:1:1221:15946/1
NCCGGCCGATCGOGACCGCTACGCCOGCGACCCGLTGTTCCAGGCCGC GO CEGGGCGCGAGGEGCTGGCCGATTTCTTCGTGGCCGGEGCCCCCCON
+»

BTRRVYZYYY22232d00dddd dddddddaddddddddd™ [ KX ~B88EEE8EEEEEEEEEEEEE8EAEAEEEEEEEAEEEEEEEEEEEEEEEEEEE858
£1246:3:1:1221:1946/2
GGATCCGGCACCACGGCGCAGTCCGOGAAGAACAGCACCCGTTCCTCGGCGCCCGCTNNNC COGGCATONNNNTGA TGAAGAAGNNNNNNAC CGGCTNNN
+

fEEFTEIEf1ee11 fcefffffcticledec™ebee aZ’\ " 'XSW\ [ZZ" ~BBBBEEEEBEESEEEBEBEEBBBEBBBBE08BRE88B888888888
@1246:3:1:1152:1972/1
NCAGCGGAGGTCGCGCTGAACGAGCAGC TGGCCGAGGAAGGG TTCGG TGCCGACCGCCAGCGAATCGCCGACGACCAGGACCGTCGGGCCGCGCCAGGN

+

BOOQQOSRPRO\" " ~" """ ~'" ddddddddad™aaaaaaasa’ ] °
01246:3:1:1152:1972/2
AN NCGRNNCGTCTCENNNNNN NN NN NN NN N NN T CONN NN N NN N N D N D N NN N N N N N NN N N N N R N N N N N N N R O N

£1246:3:1:1299:1945/1
NCCCGATTOOGGGATTTGTATTAGTGOCCGTOGGALTAGCATCGGCAATCTGOTATTTGATAGCAGGTGATGOGALCCTTOGLOGGLGAALCCACATCAATCA




After some data cleaning..

SNC-009614.1_267_aligned_3822_F_353_3443_1392

AL CACCACTATCCAAA T TG G AT T TACCAT TEATAAGGLAAG T TOC G TCCCCATCALGLAATCCACGLCALACTTOATCALGATTAGACCTTALCTCCACATAALCTCTTACT
TCECTGGACAAL CGCCCAACACCACAGATAGGLOGCCAGGEAT GG T OGO GO CTACT COAGCAA CACATGACCTCCTCAATTCCGOTCCTCAGAGTTGGAGAGTALCCAGETC
GOAAGATCACAACAGTAGGACCCGAGAGCATTOCATATOTCOTOCATACGTGOAATCTUGLOALCTTCCAGCCTCCTOCCCGAACATALGAAGGTCAGAGTAGTCAGGCAAGAATALA
COAGCCATATAALCTGTTGEALGEGOGAGAAGCAM L GCTCTTCAGACATGCCACATCAATGAGGTTATALGAGA TGLOCAACAMGGCACCCOATCOAATGOAGGLOGOCTCCGCAGGAY
TTAGACCATCATTTGAATCCAATTALCATTTTOAGAGTGTCATAGGTTCTCALGTCTAGOAGAAALCTGTAGCTAACATCOGOCAAAMACATTCAACCCTCTTCTGTTTGTATGGALC
AT TG T GGG AAAA T AT TCACCAA TG TCTATTGETACCCGAATCATTCAGLAATTAATCCTOAAAAMGAGTATTGTAGTACATCAGCACATCTGGETTCAGGCAATALACTGA
T GT T GTACCAAT T T CAATATGATTTCGTCT TAGTTOCTTATCAAMCCATAGATTTTGATATTGATGAGATTCAAGAATTCLCCOGGTAACCTACCACCCAGAACACATTCTTCC
ACCTCTTTAACT T CT A CAGAA GG TAAGCAACTTTACTTOTCACCGTO L GALGG TAALTOCTAAG TTCCLAAGAALGCCTTCTGAAGCGLTTTAAMTGLAGGLCTTAGTTOOLLC
CTTTATAMAGCCGCACGTAGAAAAATCTAAAAGAATATCTTACGTAATAMATAGGTCOTCACGETTTGAATATACCGOATAACAGTAATTAATTTTCTGAAMMOGTGCGTGAAAT
GAACGTRALCTAGAGGL AT CATTAATTTGTTCACTTTTOOCACAATGCATTATTTTCAAGCGAGATOTCGATTTGOATTTGLCTGAAMGACTTOTACGAAAALLCTOLTALGLTTTOCG
ATCGAGCGAAGCGTGTCACAGTAGAGATATCCTGEETCAGAALGTATECGLCATTAAMAGCCGATCTECCTTCCCAATCTACAACAAGAMALGAGAAGTGTGCGTACAAGTACGY
CAGGTAGCTATTAAAGTGGLCAAGAAAATAAGCCTACTOCCTOTTOOTCACAAGTUGTAAATTAATAGGTAATAAMGACATGCAGCTATTOCACLGCTTGCAAAGTAGT AAAAGALCCAA
GTAGAGG T TCACAAAGCT TTAAMMGLGGATAT TCAGGAAM T TGAAGCTTCTCTCAMAGGAAAAAGAA T AAAMA CCACATOGTTOOGCAAGGGLTGGTTTOTTTATTTCCOTCTEOGCA
T T GAT T T T AACGAT TGAT AL T GG AA T T A GO T CAAAACCCTOTTTCT T CACAGGT TTAGCTTCCTAAGTTACAGCATACATTCATTATCCGALTTTCTGTATTAGALC
TOAGTAAA T AT GAG AT T T T T AATGAT TTTCT T TCAATAAACTGATGATTTTCCGOAAGTGACTCTTTATATCTATAAATALTCTCAATATCCTGCATTAATOGTATALCCT
GATACAAGCTTCATGCAAMATACCCTCTATAGGAA T CCGATCGACTTOTGOGGCATTCATCGGCGATATCCTACTGTAATAGAAMGCACCOGEATAACAATTCCGGTCCCAALTGAAG
TATATCAATGAATTTGATCAGGATTATACTATCAGLAAATCGTTOTTTCCCGAAAAAA CAAATACCTAATCCATTTTCTCAGLCAATGTATCATAGGTCTGAGCCACACGAGCAATGC
ATCTCGTAGTAGCATTCAAGAAMAGAMGGATTETCTAACCOTGLACCOOTTACGLTCTCTGOACCATTTALGTCAGAALGG TCAATTAMAGGCCACAATAATAAGAGTACANCCG
GAGCACCTGTTGTOUTTGALGAG TG TTAAATGLG A TG CAATCTCTCTTTCAAATCT TGO T CACGAGTCACAATCACACTATATAATTGCATATATACCCATTGTAGAALGCTTCGALG
GAAC T T T T CAAGEAAA T AT T TAACAAA A G AGAAATATCTTCCTG TTATAT T TACGOAGTCCGTCTATTATTTATCGATTCCATATAGTATTTTTCTTGCAAGATAAAATA
AGAMAGAGTAATATTECATTTTTTGCAAAATATTATATGCCAAGCTGGCCTTTTCAACTCGTCAATCACTCATCCCCTCCATCTAGATTTTCAAMACAGAAAALTTCTACAAGGATA
A A AT AATATAT T T T TGATAAT CAATAAG T TAA AT AT T TOOATAACTCAATTTOLTTOAATACATTACTCTGOTTTTTATTTTGTTAAATTOGLAAAAALCATATATAT
T T TG AT TATCTATTATAATGAGTTETAACTTCTACACTAMALCTGTGTTGATTCATATTACACGTTAATATAMAATAATAAGG TGOAAMEGACAAACGTACACCTATGA
COAAGCTTTCGAAGCATCTTTACAATACTTCAGAGGTGATGAACTTTOCTOCCAGAGTTTCAAAGGTAAACAAMTAGTUCOCTAAMAGATTCTTTGLOAACATATAGATAATGTGTCT
COCCCGAAGATATGOATTGLCGCATTECAAA T GAAG TAGCCCGCATTGAAGCTAMTATAAGAALCGEG T TAAMLGEACAGCAGCTTTACGAATTATTGGATCACTTTAMTACATTGY
TCOGCAAGGTAGCCTATGACAGGTATCGGOTAACGACTTTCAAGTGCTTCCTTATCAAALTCTTTGTCATTGGAAT TGAGGAGCAGCCGCACGTCTOTAAACGGAGGTATAATCCGCA




Given reads, we want to find which
ones “overlap”

ACGTAGATAGCATGCTAGCAGCATGCTAGCA GCATGCTAGCACGTAGATAGCATGCTAGCA

ATGCTAGCAGCATGCTAGCACGTAGATAGCATGCTAGCA

TGGATAAGATAGCATGCTAGCGATAGATCAAATGCTAGCAG

GCATGCTAGCAAGTACATGGATAAGATAGCATGCTAGCGATAC




Given reads, we want to find which
ones “overlap”

ACGTAGATAGCATGCTAGCAGCATGCTAGCA GCCATGCTAGCACGTAGATAGCATGCTAGCA

ATGCTAGCAGCATGCTAGCACGTAGATAGCATGCTAGCA

TGGATAAGATAGCATGCTAGCGATAGATCAAATGCTAGCAG

GCCATGCTAGCAAGTACATGGATAAGATAGCATGCTAGCGATAC




Given reads, we want to find which
ones “overlap”

ACGTAGATAGCATGCTAGCAGCATGCTAGCA —— GCAIGCTAGCACGTAGATAGCATGCTAGCA

ATGCTAGCAGCATGCTAGCACGTAGATAGCATGCTAGCA

N\

TGGATAAGATAGCATGCTAGCGATAGATCAAATGCTAGCAG

GCCATGCTAGCAAGTACATGGATAAGATAGCATGCTAGCGATAC
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Runtime on overlap graph which has
10000 nodes

Runtime of Connected Components with 10000 Vertices

25 25.3%774




Runtime on single processor with
INncreasing data size

Runtime of Connected Components with one processor and increasing
graph size
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Constant data size on multiple
Processors

Runtime of counting connected components on graph with 70560 vertices
with increasing number of processors
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Learning outcomes

» Different servers can give you dramatically different runtimes, so try to run
all experiments on the same server

» Graph structure can also affect runtime due to different convergence
times [3].

®» Always use a seed when running experiments on random models

» Biological data can be a pain to work with
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Questions?




