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How to calculate number of 
connected components 
´ Kumar, S., S. Goddard, and J. Prins. Connected components algorithms for 

mesh-connected parallel computers. AMS, 1997.



Algorithm
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Data Set

´ Overlap graph of four species: Bacteroides vulgatus, Klebsiella
pneumoniae, Moraxella osloensis, Streptococcus suis

´ I was suppose to have 20 species in total, but the other samples were low 
quality (this will be explained later).

´ Due to a lack of data for overlap graphs, I began using Erdős–Rényi (ER) 
graphs where the parameters are number of nodes and edge probability  



How DNA assembly is done (recap)

´ Pick and extract a sample



How DNA assembly is done (recap)

´ Isolate DNA and prepare for sequencing (this is done through wet lab) 



How DNA assembly is done

´ Put DNA through sequencer 
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How DNA assembly is done

´ Perform base calling to extract nucleotides.



How DNA assembly is done

´ Finally, you have your reads! 



After some data cleaning..



Given reads, we want to find which 
ones “overlap”

ACGTAGATAGCATGCTAGCAGCATGCTAGCA GCATGCTAGCACGTAGATAGCATGCTAGCA

TGGATAAGATAGCATGCTAGCGATAGATCAAATGCTAGCAG

ATGCTAGCAGCATGCTAGCACGTAGATAGCATGCTAGCA

GCATGCTAGCAAGTACATGGATAAGATAGCATGCTAGCGATAGATCAA



Given reads, we want to find which 
ones “overlap”

ACGTAGATAGCATGCTAGCAGCATGCTAGCA GCATGCTAGCACGTAGATAGCATGCTAGCA

TGGATAAGATAGCATGCTAGCGATAGATCAAATGCTAGCAG

ATGCTAGCAGCATGCTAGCACGTAGATAGCATGCTAGCA

GCATGCTAGCAAGTACATGGATAAGATAGCATGCTAGCGATAGATCAA



Given reads, we want to find which 
ones “overlap”

ACGTAGATAGCATGCTAGCAGCATGCTAGCA GCATGCTAGCACGTAGATAGCATGCTAGCA

TGGATAAGATAGCATGCTAGCGATAGATCAAATGCTAGCAG

ATGCTAGCAGCATGCTAGCACGTAGATAGCATGCTAGCA

GCATGCTAGCAAGTACATGGATAAGATAGCATGCTAGCGATAGATCAA



Visualization of Overlap Graph 



Runtime on overlap graph which has 
10000 nodes
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Runtime on single processor with 
increasing data size
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Constant data size on multiple 
processors 
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Learning outcomes

´ Different servers can give you dramatically different runtimes, so try to run 
all experiments on the same server

´ Graph structure can also affect runtime due to different convergence 
times [3].

´ Always use a seed when running experiments on random models 

´ Biological data can be a pain to work with 
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Questions? 


