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Convolutional operation Pooling operation



Parallel Parameter Update
Batch 0

Batch 1

Sequentially

How to improve it?
Is it possible to run the program in a parallel way?

Method 1: Run the python 
program using multiple 
threads at the same time 

GIL - Global Interpreter Lock

Method 2: Run the python 
program with different 
processes (Nodes)

• Assume	each	node	with	one	available	
process

• Using massage passing to cooperative
those python programs
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Experiment Setup
Settings:
• ANN model:
• hidden nodes: [10,50]; regularization parameter: 5; 

# of hidden layer: 1; # of params: 795.2*#_hidden.
• CNN model: 

• MPI:  
• Scatter() and Allgather(). 

• # of parameters: 28938.



Experiment Results
Average run time of each iteration with different # of nodes:

More parallel nodes
---> larger data
exchange overhead



Experiment Results
Average run time of each iteration with different batch size:

• Parameters -> Same
• One-hop connection



Experiment ResultsExperiment Results
Recognition accuracy with different batch size:

Large batch 
size ---> good 
for model 
convergence



Experiment ResultsExperiment Results
Recognition accuracy with different batch size:



Experiment Results
Recognition accuracy with different # of nodes:

If Batch Size is 
large enough, 
More parallel 
nodes ---> may 
not accelerate 
the convergence



Experiment Results
Recognition accuracy with different # of nodes:

More parallel 
nodes ---> good 
for SGD (Model is 
easy to train)



Conclusions

• A larger batch size is good for the training of the 
model (related to convergence).

• When the batch size is large enough, increasing the 
number of parallel nodes has not had that many 
benefits.

• When the batch size is quite small, increasing the 
number of parallel nodes will do good to the training 
process to some degree. However, this will also 
increase the overhead of the system.

• Using more parallel nodes can smooth SGD algorithm.



Thanks!
Questions?


