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ARALLELIZED IMPLEMENTATION OF
LOGISTIC REGRESSION USING MPI /
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Regression involves estimating the relationship between variables/features
and dependent variable.

Logistic Regression is a form of supervised learning algorithm where the
ground truths are fed to the algorithm along with the features. The algorithm
learns the relationship between the features and the ground truths and can
help predict the classes/categories of unseen data/features.

Requires the use of optimization algorithms such as gradient descent to get
the best estimation of the relationship.

Parallelization of Logistic Regression requires parallelization of optimization
algorithms
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ogistic Regression



G adient descent

Global cost minimum
Jmin(w)




ient Descent - Algorithm

Repeat until convergence

For each j



Data Explosion

Google grew from processing 100TB a da
2008.
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Facebook claims to store upwarc
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MapReduce is a programming model and an associated implementation for
processing and generating big data sets with a parallel, distributed algori
on a cluster.

It was created by Google, Inc. in 2004 to process large scal
obtained from the world wide web.

The core idea behind MapReduce is mqpplng
of <key, value> pairs, and then reducmg ove
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plementation Approach

Features




plementation Approach




MNIST Handwritten Dataset
Contains a total of 70000

samples of images along with
labels

Each image has a resolution of

28 x 28 = 784 pixels




Fixed #Node, Varying #Cores




Fixed #Node, Varying #Cores




Fixed #Cores Per Node,
Varying #Nodes




Fixed #Cores Per Node,
Varying #Nodes




We can see that when the nodes are c

process/train the data decreases nearly

w“"

additional overhead involved becq se

As the data partitions beco
dominates the processl i
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