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Solving a system of linear
equations
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1. Direct or Exact methods — Result is obtained in a finite number
of steps. Error is zero.

2. lterative methods — Result is an array of approximate values,
which converge to the exact result.
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Jacobi Method
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. Solve for an unknown using other unknowns.

. Assume an initial value for all the unknowns, a

commonly used value is 0.

For each iteration, calculate the unknowns —
approximate solutions (vector of size n)

Run the iterations until an acceptable solution
(a solution close to the exact value) is reached.

Each of the iterations produce an approximate
solution for the real values of the system.
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Jacobi Method — Very Large
Number of Unknowns

« Matrix representation « Forn=4,
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Jacobi Method — Very Large
Number of Unknowns

Ax = b
e Matrix A is the sum of Lower Triangle,
Diagonal and Upper Triangle < L+D+u) L = b
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Jacobi Method — Algorithm

* Run the algorithm for maximum
number of iterations or until the
algorithm converges.

Given A, b, n, x,;4 and tolerance,

for max_iterations: « Calculate Ax
Ax=D"Yb — (A * x014))
Xord = Xo1q + AX « Check for convergence i.e., if AX is
if abs(Ax) < tolerance: less than the given tolerance, the
break algorithm has converged or produced
end for an acceptable result.

« Update the approximate solution x,,;4
to be used in the next iteration.
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Jacobi Method — Why?

Why should the Jacobi method be parallelized?
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Jacobi Method — Why?

The it" processor can calculate the i*" value to be used in the next iteration, parallely
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Jacobi Method — How?

The it" processor calculates the it value to be used in the next iteration, parallely, HOW?

The value of x from previous iteration is known to all processors.
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Jacobi Method — How?

MPI_Allgather:

The value of x from previous iteration is known to all processors, [Function Call Syntax]
HOW? int MPL_Allgather(
void* sendbuf /¥ oin ¥/
int sendcount /* in  */,
. MPI_Datatype sendtype * in */,
MPI_Allgather [3]: e e
int recvcount /¥ in ¥/,
“ . MPI_Datatype recvtype /¥ in  */,
MPI Allgather allows us to “gather” to all processes MPLComm  comm  /* in  */)
information from all processes with the communicator. The action of “all Understanding the Argument List|
gather” is as if we were to gather to one process using MPI Gather, o sendbuf - starting address of the send buffer.
and then send from that process to all other processes the assembled e sendcount - mumber of clements in the send buffer.
Inform a.tlon . e sendtype - data type of the elements in the send buffer.

e recvbuf - starting address of the receive buffer.
e recvcount - number of elements for any single receive.
e recutype - data type of the elements in the receive buffer.

e comim - communicator.
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Jacobi Method — How?
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Jacobi Method — When?

o @
When does the Jacobi method converge? O\«‘r’,‘r’ > %Q { Q\,(}]
{
* The Jacobi method converges for strictly row-wise or column- :
wise diagonally dominant matrices. COYB
. . . , . §
The diagonal elements of the matrix must not be zero. W = i \aé,
* For strictly row-wise or column-wise matrices, the Jacobi Qaf”
relaxation will converge “to a good solution” in log n steps. In ) £
/
these cases, the parallel time complexity is potentially O(log n) L7 b

with n processors.
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Jacobi Method — Inputs and
Outputs

* Diagonally dominant matrices.

A;; = 1+ n,all other elements in the matrix are 1.

x_old for the first iteration is zero vector of size n.

b is a vector of size n containing the value 2 * n.

The solution is always going to be a unit vector of size n.

Since, for a single row of size n, the diagonal value is 1 + n and
there are (n - 1) 1’s and the right hand side is 2 * n.
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Jacobi Method — Runtime Graphs
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Jacobi Method — Runtime Graphs
(Larger Data)
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Jacobi Method — Runtime Graphs
(Scaling out)
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Jacobi Method — Profiling Results -
% of communication — 1 Processor

funknown command: ./mpi jacobi 1000
+ Load Balance codename: unknown |state: unknown
+ Communication Balance
- 24:::3 — -_f;z::_m username: -|group:
. iﬁﬂ?ﬁgg host: mpi tasks: 1 on 1 hosts
+ Executable Info
=L start: wallclock: 3.01195e+01 sec
+ Desloperlulo stop: %comm: 0.0402785570809608
powered by (PM total memory: 0.0546227 gbytes |total gflop/sec: 0
switch(send): 0 gbytes [switch(recv): 0 gbytes
Computation Communication
Event Count | Pop % of MPI Time

B HPI_allgather

B PI_Comm_rank
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Jacobi Method — Profiling Results - %
of communication — 2 Processors

unknown command: ./mpi jacobi 1000

+ Load Balance codename: unknown |state: unknown

« Communication Balance

- ::{:;iii — 3:::_@ username: group:

. iﬁﬂ?ﬁgg host: mpi tasks: 2 on 1 hosts

. Executtahla Info

et start: wallclock: 1.21119e+03 sec

* Sesslonerinh stop: %comm: 96.7734211808222
total memory: 0.1115722 gbytes |total gflop/sec: 0
switch(send): 0 gbytes |switch(recv): 0 gbytes

Computation Communication
Event Count | Pop % of MPI Time

B PI_Allgather
B vPI_Comn_rank
[ | MPI_Comn_size
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Jacobi Method — Profiling Results - %
of communication — 5 Processors

lunknown command: ./mpi jacobi 1000
+ Load Balance codename: unknown |state: unknown
« Communication Balance
+ Message Buffer Sizes username: group:

+» Communication Topology,
+ Switch Traffic

+ Memmory Usage host: mpi_tasks: 5 on 1 hosts
* Exxu@le Info
e start: wallclock: 1.69974e+03 sec
* Sessione sl stop: %comm: 99.5641686375563
powered by IPM total memory: 0.448189 gbytes |total gflop/sec: 0
switch(send): 0 gbytes |switch(recv): 0 ghytes
Computation Communication
Event | Count | Pop % of MPI Time

W vPI_Allgather
[ | HPI_Comm_trank.
MW HPI_Comm_size
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Jacobi Method — Profiling Results - %
of communication — 10 Processors

unknown command: ./mpi jacobi 1000
+ Load Balance codename: unknown |state: unknown
+ Communication Balance
- :;::j:ﬁ — g:;s_w username: group:
. ls\{v::;‘m-l:ggg host: mpi tasks: 10 on 1 hosts
- E’tecutg.ble Info
e start: wallclock: 5.19544e+03 sec
* SessoneiEn stop: %comm: 99.7983038972638
powered by IPM total memory: 0.908165 gbytes|total gflop/sec: 0
switch(send): 0 ghbytes [switch(recv): 0 gbytes
Computation Communication
Event Count | Pop % of MPI Time

W HRI_Allgather
W HPI_Comn_rank
W HPI_Comn_size
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Jacobi Method — Profiling Results -
% of communication
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