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Grid Computing Overview 

n Coordinate Computing Resources, People, Instruments in Dynamic 
Geographically-Distributed Multi-Institutional Environment

n Treat Computing Resources like Commodities
q Compute cycles, data storage, instruments 
q Human communication environments

n No Central Control; No Trust

Imaging Instruments
Computational 

Resources
Large-Scale Databases

Data   Acquisition Analysis
Advanced   Visualization

Thanks to
Mark Ellisman
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Factors Enabling the Grid
n Internet is Infrastructure
q Increased network bandwidth and advanced services

n Advances in Storage Capacity
q Terabyte costs less than $5,000

n Internet-Aware Instruments
n Increased Availability of Compute Resources
q Clusters, supercomputers, storage, visualization devices

n Advances in Application Concepts
q Computational science: simulation and modeling
q Collaborative environments → large and varied teams

n Grids Today
qMoving towards production; Focus on middleware
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SnB on Grids
n ACDC-Grid (Western New York)

q CIT (UB), CCR (UB), CSE (UB), Dental (UB), HWI
q Linux, Windows, IRIX, AIX, Solaris 
q Pentium, Itanium, Power, MIPS

n Grid3+ (International): GriPhyN, PPDG
q 29 Sites: ANL, SMU, BNL, BU, CalTech-Grid3, CalTech-PG, FIU, HU, IU, 

JHU, KNU, OU-HEP, OU-OSCER, PDSF, PSU, Rice, UB, UCSD, UCSD-
Prod, UIC, UFL-Grid3, UFL-PG, UMICH, UNM, FNAL, UTA, UWMad,
UWMil, Vanderbilt

q GriPhyN, PPDG, iVDGL, LIGO, ATLAS/CMS/LHC@CERN
q VOs: iVDGL, LIGO, SDSS, USATLAS, USCMS and BTEV
q Linux/Pentium, VDT, Globus, ACDC Monitoring, MonaLisa, Ganglia, 

Condor, PBS, LSF, FBS, PyGlobus, Perl, Pacman
n IBM NE BioGrid (Northeast USA)

q MIT, Harvard, MGH
q Regatta, Pentium, Linux
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n Apex Bioinformatics System
q Sun V880 (3), Sun 6800
q Sun 280R (2)
q Intel PIIIs
q Sun 3960: 7 TB Disk Storage

n HP/Compaq SAN
q 75 TB Disk
q 190 TB Tape
q 64 Alpha Processors (400 MHz) 
q 32 GB RAM; 400 GB Disk

n IBM RS/6000 SP: 78 Processors
n Sun Cluster: 80 Processors
n SGI Intel Linux Cluster
q 150 PIII Processors (1 GHz)
qMyrinet

Major CCR Resources 
(12TF & 290TB)

n Dell Linux Cluster: #22→#25→#38→#95
q 600 P4 Processors  (2.4 GHz)
q 600 GB RAM; 40 TB Disk; Myrinet

n Dell Linux Cluster: #187→#368→off 
q 4036 Processors (PIII 1.2 GHz)
q 2TB RAM; 160TB Disk; 16TB SAN

n IBM BladeCenter Cluster: #106
q 532 P4 Processors (2.8 GHz)
q 5TB SAN

n SGI Origin3700 (Altix)
q 64 Processors (1.3GHz ITF2)
q 256 GB RAM
q 2.5 TB Disk

n SGI Origin3800
q 64 Processors (400 MHz) 
q 32 GB RAM; 400 GB Disk
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Advanced Computational Data Center 
ACDC: Grid Overview

300 Dual Processor
2.4 GHz Intel Xeon
RedHat Linux 7.3
38.7 TB Scratch Space

Joplin: Compute Cluster 75 Dual Processor
1 GHz Pentium III
RedHat Linux 7.3
1.8 TB Scratch Space

Nash: Compute Cluster

9 Single Processor Dell P4 Desktops
School of Dental Medicine

13 Various SGI IRIX Processors
Hauptman-Woodward Institute

25 Single Processor Sun Ultra5s
Computer Science & Engineering

Crosby: Compute Cluster

SGI Origin 3800
64 - 400 MHz IP35
IRIX 6.5.14m
360 GB Scratch Space

9 Dual Processor
1 GHz Pentium III
RedHat Linux 7.3
315 GB Scratch Space

Mama: Compute Cluster

16 Dual Sun Blades
47 Sun Ultra5
Solaris 8
770 GB Scratch Space

Young: Compute Cluster

T1 Connection

Note: Network connections are 100 Mbps unless otherwise noted.

19 IRIX, RedHat, & 
WINNT Processors

CCR
RedHat, IRIX, Solaris, 

WINNT, etc

Expanding

ACDC: Grid Portal
4 Processor Dell 6650
1.6 GHz Intel Xeon
RedHat Linux 9.0
66 GB Scratch Space

1 Dual Processor
250 MHz IP30
IRIX 6.5

Fogerty: Condor Flock Master
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ACDC Data Grid Overview
(Grid-Available Data Repositories)

300 Dual Processor
2.4 GHz Intel Xeon
RedHat Linux 7.3
38.7 TB Scratch Space

Joplin: Compute Cluster 75 Dual Processor
1 GHz Pentium III
RedHat Linux 7.3
1.8 TB Scratch Space

Nash: Compute Cluster

Crosby: Compute Cluster

SGI Origin 3800
64 - 400 MHz IP35
IRIX 6.5.14m
360 GB Scratch Space

9 Dual Processor
1 GHz Pentium III
RedHat Linux 7.3
315 GB Scratch Space

Mama: Compute Cluster

16 Dual Sun Blades
47 Sun Ultra5
Solaris 8
770 GB Scratch Space

Young: Compute Cluster

Note: Network connections are 100 Mbps unless otherwise noted.

182 GB Storage

100 GB Storage56 GB Storage

100 GB Storage

70 GB Storage

Network Attached
Storage
1.2 TB

Storage Area Network
75 TB

136 GB Storage

CSE Multi-Store
40 TB

4 Processor Dell 6650
1.6 GHz Intel Xeon
RedHat Linux 9.0
66 GB Scratch Space

ACDC: Grid Portal



University at Buffalo The State University of  New York CCRCenter for Computational Research

ACDC-Grid 
Cyber-Infrastructure

n Predictive Scheduler
qDefine quality of service estimates of job completion, by 

better estimating job runtimes by profiling users.

n Data Grid
qAutomated Data File Migration based on profiling users.

n High-performance Grid-enabled Data Repositories
qDevelop automated procedures for dynamic data 

repository creation and deletion.

n Dynamic Resource Allocation
qDevelop automated procedures for dynamic 

computational resource allocation.
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ACDC-Grid

Browser view of 
“miller” group files 
published by user 

“rappleye”
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ACDC-Grid Administration
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Molecular Structure Determination
via Shake-and-Bake

n SnB Software by UB/HWI
q “Top Algorithms of the 

Century”

n Worldwide Utilization
n Critical Step
q Rational Drug Design
q Structural Biology
q Systems Biology

n Vancomycin
q “Antibiotic of Last Resort”

n Current Efforts
qGrid
q Collaboratory
q {Intelligent Learning}



Screenshots 1

General Information Screen for TriVanco



Screenshots 1

Normalize Reflections and Generate Invariants



Screenshots 1

Define SnB Parameters: 10,000 trials; 404 cycles; 40400 triplets



Screenshots 1

Run SnB job on Grid



Screenshots 1

Histogram of Final Rmin Values after 200 Trials Completed



Screenshots 1

Cycle-by-Cycle Rmin Trace of Best Trial
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Live Demo

nTime to Gamble
nDemonstration using ACDC Grid in Buffalo



User starts up – default image of structure.



Molecule scaled, rotated, and labeled.



User Mouse to Select Carbon Atoms



Remove Carbon Atoms (and Links)



User Adds Bond Between Atoms



Scale Radius of Atoms



Continue Scaling Atoms



Continue Scaling Atoms
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Middleware
n Grid (Computational and Data)
qGlobus Toolkit 2.2.4 → direct upgrade WSRF
qCondor 6.6.0
qNetwork Weather Service 2.6
qApache2 HTTP Server 
qPHP 4.3.0
qMySQL 3.23
qphpMyAdmin 2.5.1

n Collaboratory
qOpenGL (LibDMS, DevIL, GLUT)
qWindows, IRIX, Mac OS X, Linux
qCAVE, Desktop
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ACDC-Grid 
Collaborations

n High-Performance Networking Infrastructure
n WNY Grid Initiative
n Grid3+ Collaboration
n iVDGL Member

q Only External Member
n Open Science Grid Member

q Organizational Committee
q Blueprint Committee
q Security Working Group
q Data Working Group

n Grid-Based Visualization
q SGI Collaboration

n Grid-Lite: Campus Grid
q HP Labs Collaboration

n Innovative Laboratory Prototype
q Dell Collaboration
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