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Center for Computational Research

(3.2 GHz)
2 TB RAM; 65 TB Disk
U Myrinet / ForcelO
130 TB EMC SAN

B Dell Linux Cluster (3TF peak)
(1600 P4 Processors (2.4 GHz)

1600 GB RAM; 40 TB Disk;
Myrinet

B SGI Altix3700 (0.4TF peak)

164 Processors (1.3GHz ITF2)

1256 GB RAM
2.5 TB Disk

B Dell Linux Cluster (10TF peak) B BioACE: Bioinformatics
(11600 Xeon EM64T Processors

System
0 Sun V880 (3), Sun 6800
0 Sun 280R (2), Intel PlllIs
0 Sun 3960: 7 TB Disk Storage

B EMC SAN
0 35 TB Disk, 190 TB Tape

B Tiled-Display Wall (11°x7’)
U 20 projectors / 15.7M pixels
4 Dell PCs with Myrinet2000

B Access Grid Nodes (2)

B Staff
1 11 Technical Staff
[ 3 Administrative Staff
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CCR Visualization Resources

(-J»
B Tiled-Display Wall

0 20 NEC projectors: 15.7M pixels SRS
Q Screen is 11’x7’ \
4 Dell PCs with Myrinet2000
B Access Grid Nodes (2)
O Group-to-Group Communicatio
O Commodity components
B 3D Passive Stereo Display
O VisDuo ceiling mounted system
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Grid Computing Overview
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Advanced | Visualization Analysis

"\»Computational
I Large-Scale Databases

B Coordinate Computing Resources, People, Instruments in Dynamic
Geographically-Distributed Multi-Institutional Environment
B Treat Computing Resources like Commodities
0 Compute cycles, data storage, instruments
O Human communication environments

B No Central Control: No Trust

rECRAER

Imaging Instruments
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Grid Monitoring

Grid
Administrator

Site
Administrator

Computational Grid

l'/ Admisl,wiitsetrator
Grid Resource {'a
Grid Resource < =

X __— |
,,,/‘-‘)d—_‘ wGrid User

Grid Resource
Grid User

Provide reliable real-time information for
resources in a highly distributed,

heterogeneous environment.
] CSNY
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Grid Monitoring at CCR

Computational Grid

Administrator

Grid Resource ACDC Grid

Monitoring
Infrastructure

Grid User

Grid Resource

Grid Resource Grid User
Grid User

Provides real-time job, user, gatekeeper,
storage and file transfer statistics.
CSNY

-[é University at Buffalo The State University of New York Cyberinstitute at SUNY-buffalo




Applications

‘OSG Running Jobs

ACDC GRID DASHBOARD

QGrID3 Qo0SG-1TBE @o0sc Oacpc OTeraGrid
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Operations
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1000 8000
60 5000
40+ 500 4 4000
20+ 2000
T T T — == 7 T T T
mefarm _grase  grid0105 mfioroni _usatlas! cmsprod  grase  cdf  usO01005 usatlas! Total CFUs Total Free Mauc Free
Gatekeeper Grid Health Monitor Grid FTP
OSG Load Averages OSG Grid Health OSG Mean Grid [MB/s]
€ OHigh ONormal OlLow L
304
204 054
104 Running Jobs
| irute 5 Mirutss 15 Minutes 15 Min 60 biny 1 Day
OSG Number of Users Gatekeeper Load /4 th Ut " OSG Daily Resource Load [GE]
15
404 10
20 it per Users Grid FTP Translers 54
T T | T 0-
Total Users M Users Win Lsers UTALPCC  EML_ATLAS | GRASECCRLE GRASECCRACDS
OSG Number of Processes —— OSG Number of Transters
600 EO000
4000+ 40000+
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Policy Disk Usage Storage Elements
OSG Available Disk [GB] OSG Disk Consumption Rate [GB/day] OSG Total Disk Space [GB]
1000
o 15000
5000 - 10000~
1 5000
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Apps Data Trp. Apps Data T Apps Data Ty
Predictive Grid Scheduling
OSG Available Resource CPUs OSG Available Resource Disk [GB] OSG Predicted Utilization
3000 B000 3000
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1000 2000 1000
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The ACDC Grid Dashboard
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Grid Monitoring at CCR

(2)

,| Monitoring MySQL
Scripts Database

Computational Grid

@ Grid Resource

Database
Support

Grid Resource

Grid Resource

Grid Monitoring

Interface
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Grid Services

B Critical services are provided that facilitate
computation
1 Connectivity
1 Authentication
QA GridFTP

B Monitoring must consider
O Multiple platforms & architectures
O Multiple administrative policies & VOs

B Challenges include
O Isolating service issues
U Collaborating and troubleshooting problems
 Publishing results
d Providing a single & coherent monitoring interface

-[é University at Buffalo The State University of New York Cyberinstitute at SUNY-buffalo
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Operations Dashboard

B Services provided:

Site Functional Tests to discover information on
services provided

dInteractive Web Interfaces to publish
Information to grid users

JAction Items to allow users to collaborate in
updating information and resolving issues

CSNY
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Site Functional Tests

B Individual Perl programs (U Florida) that test
specific features

B Executed locally (at CCR)

B |nitiate socket or Globus commands to remote
resources

B Determine the functionality of a service on such a
remote resource

B Store status results in a MySQL database

B Execution:
U Sequentially
U Increase in complexity
1 Cascading dependencies

CSNY
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Site Functional Tests

ACDC Grid Monitoring Infrastructure
(osg.ccr.buffalo.edu)

No Data

o1 B

Untested

Site status
results to
Database

Based on site verify.pl by Dr. Craig Prescott
of the University of Florida
CSNY
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Site Functional Tests

For compute resource R, VO V

Store results in database

A 4

A

Post-process

Run SFT on R for V >

CSNY

-[é University at Buffalo The State University of New York Cyberinstitute at SUNY-buffalo




Interactive

Interface

ACDC OPERATIONS DASHBOARD
C05G-1TB @056 O acDe O TeratGrid O Ad-Hoc
VIRTUAL ORGANIZATIONS
®mi1s Ocrase 086G OcpF OFermilab O Gabu OcLow QusatLas OfmRI QivbeL O nanoHUB
version: @ all O osc-0.2.1 O 056-0.3.0 O 056-0.4.0

Dynamically build the
Site Resource — Service Matrix

Click a cell in the matrix to display
detailed full-text results

Site Status Details

Grid: 0SG
¥0: GRASE
Host: u2-grid.cor.buffalo. edu

Test: Remote Host Uptime
Description: Executes the uptime command on the resource, echoing back status and load information on the compute element.

Timestamp: 2006-07-10 17:43:36 EST
Status: PASS
Text: COMMAND: uptime
CHD - globus-job-run uZ-grid.ecer.buffalo.edu/jobranager /bin/sh -c "uptime™

STDOUT - 17:40:32 up B8 days, 9:48, O users, load average: 0.05, 0.0%, 0.00
STDEER -

Close Window

Supported by the National
Science Foundation and the
Department of Energy

G
TERAGRID

ACDC AUXILIARY OPERATIONS DASHBOARD

Grid Detall Service Status - rommel.cs.binghamton.edu | Grid User YO Map | 2006-04-11 13:26:41 Operations

ents of gridi-user-vo-map.txc’ on che remate resource.

_ |Acguire remote Gridd User VO Nap file Svar 4 e 1a; T P THT
CHD - globus-job-cun gommel.ca.binghamton.cdu/ Jobmanages fbin/sh -c cat /var/

¢ ®

Action ltams
[5) contact Dashboard admins  [3] contact a site administrator Re-tost active sarvice 3] sitn Functional Tasts

Grid Haalth Manitor

Site Resource - Service Matrix

|l réc wformation W rass Ertor W rai [ urcested Excluded
Resou f:E—Vs’_ﬁSp!C"lC Tests

£ o ¥

rommel.cs binghameon sdi 2006-04-11 137641

[ncounca-rimreval cebegharbon. adhs | Sarvice:Gnd Utee
o zp

he Natianal
datsan and the

@‘ @

View VO-Specific test results for
a compute resource
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Critical Tests

B Connectivity (socket can be established)
B Running a gatekeeper
B Authentication possible through Globus

B Fork job manager can run an “echo”
command

CSNY
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VO-Specific Testing

B Verify that resources claiming to support a
VO actually support the VO

B SFTs are executed under different VOs on
various resources

B Execute VO-specific SFTs

CSNY
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VO-Specific Testing

— VOs test each service to ensure basic functionality for ALL users
—— VOs test services relevant to them to ensure extra functionality for users
Service 1
» User
. VO A
Service 2 “ User
\‘
: Service 3 €\ A& User
Grid V\\v VO B
Resource \ User
\ User
User
-[é University at Buffalo The State University of New York Cyberinstitute at SUNY-buffalo CSNY




The ACDC Operations Dashboar

Contact Dashboard
Administrators

Contact a Site
Administ-ator

Check Prvileges

Check Maintenance
Schedule

Show Site
Functional Test
History

Site / Policy
Information

mFEAmMZEZmD

Re-test Active
Service
Re-test Active
Resource

Pull Resource Data
Set Offline / Online
Status

Update Registration
Information

Show / Hide
Resources

Site Functonal
Tests

ICS=0OmzI

Oifline Sites
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Site Resource — Service Matrix

B Dynamically constructed from
MySQL database based on the grid
and VO

B Presents color-coded and clickable site
status results including resource and
SFT

B Divided into 3 sections
1 Production sites (provide basic services)
1 Pending sites (fail basic services)

[ Offline sites (down for scheduled
maintenance)

— CSNY
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Action ltems

B Organized in a 4-tier SSL authentication siniiesin |
scheme based on browser certificates chacwaneeraree | &
B Restricted to ensure that only trusted {; ;
administrators may update information e
m Allows for publication to the Dashboard S
B Facilitates collaboration with other Grid e |
users and administrators by providing R;; -

Interactions through the Dashboard to
resolve service issues

-[é University at Buffalo The State University of New York Cyberinstitute at SUNY-buffalo
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Action ltems

Set Online fOfllne Status

| el buflibo ed
hednaszeet ksl sy (lon Bednasz)
o
Subject: 3;’::;0 fron
MEs£8gR: | vanted to correspond with you
gnr

Appnding:

COMPUTE FLEME
NT

TOSTNAMED ate Ho:
TESTDESC

n wi-gnid.cor buffalo edufobmanager Aindsh
p 00 days, 9:40, Duwsers, load average:

Establish a
maintenance
schedule for a
remote site

Contact a site
— administrator
regarding site
status results

& "uptime®
0.05, 0.04,

Upload a proxy for VO-Specific Testing

Re-run a Site
Functional Test
on a compute
resource

EX

Retest Active Service

Register a
new compute
resource for
monitoring

 me——
it . RAGRID
ppate Element

Registor o New Comps

raring

Verficetion ~ leslurmatins —
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Off-Line Demonstration




Choose a Grid/VVO/Version

View VO-Specific tests results on compute resources,
organized by grid and infrastructure version:

AGDC OPERATIONS DASHBOARD

CosG-1TE ® 08¢ Oacpc OTeraGrid| O Ad-Hoc |«
VIRTUAL ORGANIZATIONS
®mIis O GRASE  08G OcDF CFermilab ©cabu O cLow CusaTLAS OfMRI OivDGL O nanoHUB |«

Version:|® alll O osc-0.2.1 O 05c-0.3.0 O 05G-0.4.0
A

» The default grid designation for newly registered resources

* VO-Specific testing, with proxies on behalf of VO users

* The default version for non-OSG compute resources

Dynamically draws the corresponding

Site Resource — Service Matrix
CSNY
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The Site Resource — Service Matrix

The Site Resource — Service Matrix is
displayed for the Grid/VO/Version
selected at the top of the page

* Production sites passed the four

wwwwww

Critical Tests

* Pending sites failed at least one of the
four Critical Tests

« Offline sites are currently under

maintenance -MAINTENANCE UNTIL

-[é University at Buffalo The State University of New York

Cyberinstitute at SUNY-buffalo
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The Site Resource — Service Matrix

The Site Resource — Service Matrix Is
organized by computer resource and SFT

« Compute resources make
up the rows of the matrix -

fiupg.ampath.net
rammel.cs.binghammn.edu|
gridgk0 Lrach.bnl.gov

« Site Functional Tests make up the columns of the matrix

» Cells are color-coded based on result codes and are clickable to yield |
further information

CSNY
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Full Text SFT Results

Clicking a cell yields more information:

oot | Grich .5 SN 'ERAGRID

Site Status Details

Grid: 0SG ® SFT and I’Uﬂtlme

Hl:lst; u2-grid.cor.buffalo.edu 4  InfOrmatlon

Test: Remote Host Uptime
Description: Executes the uptime command on the resource, echoing back status and load information on the compute element.

Timestamp: 2006-07-10 17:43:36 EST
Status: PASS

Text: COMMAND: uptime
CHD - globus-job-run uZ-grid.cer.buffalo.edu/jobmanager /binf/sh -c "uptime"

STDOUT - 17:40:32 up 83 days, 9:438, O users, load average: 0.05, 0.04, 0.00 F ” t tSFT It
STDERR - ’ ’ ’ ’ ’ ® u eX resu S

\
from the compute

resource
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Auxiliary Operations Dashboard

VO-Specific testing (SFTs relevant to only one VO) are
displayed in the Auxiliary Operations Dashboard

& >
& 0@ =
L= &N @ ¢
‘ﬂé' ,;Q‘ -"1 Q@ ‘9}\@ _.‘a‘\ E.(}-‘, d Detail Service Status - rommel.cs.binghamton.edu | Grid User YO Map | 2006-04-11 13:26:41 Operations
Z 5
[‘q c e df' @ 8 A ! ——

| | 2006-04-11 13:36:02

| —13006-04-11 13:34:48 Action ttoms
| jott=tt=tt et [-] contact pas hboard admins  |[3] Gontact a site administrator 5] Re-test act ive sarv ice [>] site Funct ional Tests
1 006-04-11 13:29:37
= 2006-04-11 13:33-35 Grid Health Monitor
1 2006-04-11 13-33-36 > Site Resource - Service Matrix
) .Nn Information .Fass Error .Fau . Untested Excluded

ResourcerSﬂSpecmc Tests &

» Clicking the “VO-Specific Tests” cell =~ o
for a compute resource brings up the
VO-Specific tests for the selected VO

and compute resource

CSNY
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Action ltems

Contact Dashboard
Administrators

P Further interact with the Operations Dashboard
through the provided Action ltems

Check Maintenance
Schedule

Show Site
Functonal Test
History

Site / Policy

FEAmZImo

Re-test Active

Information » General Action Items are provided for all Operations
e Dashboard users and allow certain read-only access or
Resource message dispatches to site / dashboard administrators

Pull Resource Data

Set OFfine / Online
Status

Update Registration
Information

Show / Hide

ZEor

IS=0OmI

e Clicking an Action Item invokes it and brings up a new
window for the grid user

Pull Resource Data
for ALL ¥O=

Pull >ata for ALL

oot * Access is granted/restricted based on browser certificates,

Change GHd
Designaton

e and Is graded by the sensitivity of the action

CSNY
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Check Privileges

Contact Dashboard
Administrators

P Determine your privilege level and the Action
e Items you have permissions to access

L —

FEAmZImo

Check Maintenance
Schedule

Show Site
Functonal Test
History

Site / Policy
Informaton

-0

Authorization Level:

LOW action item privilege authorized: ° Verifles the browser

v
borsidaitiriogie s mmrr A certificate to determine
individual privilege levels

& Supported by the National
{ ;| Science Foundation and the
## Department of Energy

-[é University at Buffalo The State University of New York Cyberinstitute at SUNY-buffalo CSNY




Contact a Site Administrator

Collaborate with site administrators by
contacting them directly from the dashboard

» Use supplied recipients from our records
or supply your own

* Add your own comments to isolate or
report service errors on a compute
resource for your VO

* Full text results of the SFT in question
are attached to assist the administrator

Contact Dashboard
Administrators

Contact a Site
Administrator

-

Theck Phvileges

Check Maintenance
Schedule

Show Site
Functonal Test
History

Site / Policy
Informaton

FEAmZ

MELLB00! 7 vanted so correspond vith you
regarding
A i
Tha Fell tid b
tha Oy rd, Plaase rafer o the LAL bl

In troubleshooting the problem

-[é University at Buffalo The State University of New York
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Show Test History

View historical SFT information for a
compute resource and VO oonts s e Woe e Qo [ecw [Jreonncon

Site Functional Test Historical Results

« Choose a time range for a compute

Funning Gatekeeper

- - - Zuthentication

resource and a VO to view historical Ytk et
Remote Host Uptime

Internet Network Services

S FT reS u |tS Ove r Infernit Gervers Datobise
Certificate Expiration

Certificate Rewocation

GSIFTP Remate -» Local
GEIFTF Checlzum

* Click a region of the dynamic chart
to view specific full text SFT results T
which caused the change. o

GIF  GLUE attributes
Infragtructure Wersion

Site Fuctional Tests
o
@
3
=

Contact Dashboard

Administrators bt
Gricd3 Inforriation

Contact a Site e
Administator Gangi
Check Privileges Griel User WO Map
Gridmag File

Check Maintenance

= 2006-06-19 00:00:00  2006-06-22 115959 2006-06-252358°58  2006-06-28 115958  2006-07-02 23:59:58
Show Site 2006-06-19 00:00:00 — Time — 2006-07-02 23:59:59
Functonal Test
History
Test Name: Tmp Directory Write
bl Test Result: UNTESTED
| Information Click the field for more information.

CSNY
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Re-run a Site Functional Test

Troubleshoot and publish the latest test results by invoking
SFTs directly

Re-test Actwve
Service L
[RE-TEET Acave |

w
Resource

= T
Open Science Grid

Retest Active Service

* Run tests in the
background or in the
foreground through the
popup window

Compute Element: uz2-grid.ccr.buffalo.edu
Virtual Organization: GRASE
Test name: Remote Host Uptime

Test Description: Executes the uptime command on the resource, ec
status and load information on the compu

Background o
* Results are visible by
s Q;,, . Eiucr;eggﬁﬁdt:t?gﬁa‘;:qudn?:qe al | use rS O n Ce th e test
o b, " Th. Department of Energy iS CO m p | ete

CSNY
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Publish Maintenance Information

Publish maintenance information by establishing a maintenance
schedule and setting the resource to offline

= G » Access is restricted to
b = rAGRID administrators of the
Set Online/Offline Status site and dashboard
vreeat orgenieion Lo B administrators
Maintenance End Date: Auiu::m O;U;Ev 2006 ¥ [11 )] [00 ¥ [00 ¥ e.5.7. ‘\ « Establish a
S— _ , maintenance schedule
W (0) St Sot offine  frine by setting maintenance

]
E
Update Regisbation d .t
- D
Information I a eS
Show / Hide u
Resources =
Site Functional
Tests

The resource will appear in the Offline section of the Site Resource — Service
Matrix during the dates selected (and visible through the ‘Check Maintenance
Schedule’ Action Item), publishing that this resource will be unavailable.

CSNY
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Enable/Disable SFTs

Pull Resource Data

Set OFfine / Online
Status

Update Registration
Information

Show / Hide

IS=0OmI

Tests

&

Your DN: /DC=org/DC=doegrids/OU=People/CN=Catherine Lynn Ruby 915296

ISibE Functonal

Include / Exclude Site Functional Tests

Grid: 0SG
Resource: u2-grid.ccr.buffalo.edu
vo: ® MIS O ALL

#] TestName |Type| __ Description [/

Determine if the host is reachable by attempting to

1 Remote Host ay GStablish connections to ports 2119, 22 and 23,
is Reachable respectively, This is the FIRST CRITICAL TEST and sites
must pass this to be it d a preduction
Verifies that the site is running a gatekeeper by
Running attempting to establish a connection to port 2119. This

Gatekeeper GENERAL i¢ the SECOND CRITICAL TEST and sites must pass this

to be considered a production resource.
Verifies that users can authenticate on the compute

3 Authentication GENERAL element. This is the THIRD CRITICAL TEST and sites
must pass this to be i ap d
Hello, World s e e G S
4 Application GEHEEAL CRITICAL TEST and sites must pass this to be
Check considered a production resource.
Executes the uptime command on the resource, echoing
5 Remote Host oo 120 tarus and load information on the compute
Uptime element.
poteales Retrieves the contents of '/etc/services' on the remote
6 Network GENERAL |
Services
Internet
Retrieves the contents of '/etc/xinetd.conf on the
i ge;v'e;: SR remote resource.
‘atabase
Certificate Searches the contents of 'hostcert.pem' for information
8 Expiration EE on the expiration of the certificate.

Retrieves the contents of all
Certificate qar SGLOBUS_LOCATION/TRUSTED_CA/ .10 files and among
Revocation them attempts to determine the days left until

revocation of the DOEGRID CA.

9

in Gatekeeper Retrieves the contents of 'globus-gatekeeper.conf from

CENERAI

Exclude SFTs for a compute resource and VO or
enable them such that they will be run

G

M "ERAGRID

* Mark SFTs to be tested or not tested during
status updates

* Excluded SFTs are grey on the Site
Resource — Service Matrix and are not run
for the compute resource and VO

! | |2

2(
2
2L

A4
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Add a New Resource

Register Mewr

Register a new compute resource for monitoring = lgeseue=

SOUNCEe

within the ACDC Grid Monitoring Infrastructure [

SOUrCes

Change GrHd
Designation

Retire a Resource

Upload a ¥O Proxy

 Provide the hostname of the new compute resource o

Database Interface
& 7 - =

e Initial verifications and a e ster o ew Compute Element

prompt for administrative Y e oo e
Information fully register the

compute resource in the Ad-

Instructions:

o submit for monitoring under the ACDC Grid Dashboard

- - Enter the fully-qualified host name of the compute element you wish t
OC rl W e re It Can e Monitoring Infrastructure. Submissions will be verified and added to the 'ad-Hoc' grid in the monitoring pages. Enter parameters
as follows:
m O n itored th ro u g h th e « Hostname: the fully-qualified host name of the compute element to submit

%, Supported by the Mational
ien

dashboard infrastructure. e (5 S,

& // Department of Energy
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Upload a New Proxy

Update the proxies used to perform VO-Specific Site Functional
Testing on behalf of VO members

[Z

* View the current TERAGRID

Informatlon Stored for VOS In Upload VO Proxy

the Operations Dashboard \ g e

¥O URL: http://osg.ccr.buffalo.edu/grase Resource
Service URL: https: //dylan.cor.buffalo.edu: 8443/edg-voms-admin/GRASES Pull Resource Data

Operations Name: Steve Gallo for ALL ¥Os
Operations E-mail: smgallo@ccr. buffalo.edu
Proxy Uploaded?: YES

* Upload a new proxy file or Change orid
update administrative

Designation
Proxy Admin E-mail: smgallo@cor buffalo, edu

Information for the VOfy. e EreT e

Show on Dashboard: @ yes O no
our records

Pull Data for ALL

Upload a ¥O Proxy

Supported by the Mational
Science Foundation and the
Departrent of Energy
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Further Remarks

B Operations Dashboard
dLightweight, Interactive, Collaborative environment
dVO-Specific test execution using VO proxies
dVO-Specific tailored Site Functional Tests

Flexible STFs with interactive Web interface and
Action Items that provide a tool to publish and
collaborate on i1ssues

B Future Developments
dNew SFTs to verify evolving user requirements
dNew Action Items to extend the interactive toolkit

CSNY
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Status of Monitor

B Monitors over 150 remote resources across 4 grids (OSG,
OSG-ITB, ACDC, TeraGrid) for 10 VOs

B Runon 4 1.6GHz Intel Xeon processors

B Implemented using PHP, HTML/DHTML/JavaScript, SSL,
Perl, MySQL, shell scripts

B Utilizes Globus Toolkit to interface with remote sites

B Supported by 148GB MySQL database of current &
historical statistics

= Nl

Open Science Grid -’ERAER 'D
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