
Russ Miller
Center for Computational Research
Computer Science & Engineering 
SUNY-Buffalo
Hauptman-Woodward Medical Inst

Molecular Structure Determination and the 
ACDC Computational and Data Grid

University at Buffalo
The State University of  New York

NSF, NIH, DOE 
NIMA, NYS, HP



University at Buffalo The State University of  New York CCRCenter for Computational Research

Research Activities
n Theory/Algorithms
qFundamental Problems, Data Movement, Computational 

Geometry, Image Analysis
qMesh, Pyramid, Hypercube, PRAM, Reconfigurable 

Mesh, CGM

n Experimentation
qDistributed- and Shared-Memory Machines
qComputational Geometry, NP-Hard Approximation 

Algorithms, Image Analysis

n Applications
qMolecular Structure Determination

n Systems
qGrid Computing

“Science is a
Team Sport”
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Academia in the 21st Century

n Embrace digital data-driven society
n Empower students to compete in knowledge-based economy
n Support research, scholarship, education, and outreach 
n Support HPC infrastructure, research, and applications 
n Deliver high-end cyberinfrastructure to enable efficient
q Collection of data 
q Management/Organization of data
q Distribution of data
q Analysis of data
q Visualization of data
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Center for Computational Research
1998-2005 Snapshot

n High-End Computing, Storage, Networking, and Visualization
q ~140 Research Groups in 37 Depts

mPhysical Sciences
mLife Sciences
mEngineering
mScientific Visualization, Medical Imaging, Virtual Reality

q 13 Local Companies 
q 10 Local Institutions

n External Funding: $300M+
n Total Leveraged WNY: $500M+
n Deliverables
q 1100+ Publications
q Software, Media, Algorithms, Consulting,                        

Training, CPU Cycles… 
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n SGI Altix3700 (0.4TF peak)
q 64 Processors (1.3GHz ITF2)
q 256 GB RAM
q 2.5 TB Disk

n Apex Bioinformatics System
q Sun V880 (3), Sun 6800
q Sun 280R (2)
q Intel PIIIs
q Sun 3960: 7 TB Disk Storage

n HP/Compaq SAN
q 75 TB Disk; 190 TB Tape
q 64 Alpha Processors (400 MHz) 
q 32 GB RAM; 400 GB Disk

Major Compute/Storage Resources 

n Dell Linux Cluster (10TF peak)
q 1600 Xeon EM64T  Processors (3.2 GHz)
q 2 TB RAM; 65 TB Disk
q Myrinet / Force10
q 30 TB EMC SAN

n Dell Linux Cluster (2.9TF peak)
q 600 P4 Processors  (2.4 GHz)
q 600 GB RAM; 40 TB Disk; Myrinet

n Dell Linux Cluster (6TF peak)
q 4036 Processors (PIII 1.2 GHz)
q 2TB RAM; 160TB Disk; 16TB SAN

n IBM BladeCenter Cluster (3TF peak)
q 532 P4 Processors (2.8 GHz)
q 5TB SAN

n SGI Intel Linux Cluster (0.1TF peak)
q 150 PIII Processors (1 GHz)
q Myrinet
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CCR Visualization Resources
n Fakespace ImmersaDesk R2

q Portable 3D Device
q Onyx2: 6 R10000 @ 250MHz 
q 2 IR2 Pipes; 3 64MB texture memory mgrs.

n Tiled-Display Wall
q 20 NEC projectors: 15.7M pixels
q Screen is 11’×7’
q Dell PCs with Myrinet2000

n Access Grid Nodes (2)
q Group-to-Group Communication
q Commodity components

n SGI Reality Center 3300W
q Dual Barco’s on 8’×4’ screen
q Onyx300: 10 R14000 @ 500MHz
q 2 IR4 Pipes; 1 GB texture mem per pipe
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CCR Research & Projects
n Ground Water Modeling
n Computational Fluid Dynamics
n Molecular Structure Determination
n Protein Folding
n Digital Signal Processing
n Grid Computing
n Computational Chemistry
n Bioinformatics

n Real-time Simulations and 
Urban Visualization

n Accident Reconstruction
n Risk Mitigation (GIS)
n Medical Visualization
n High School Workshops
n Virtual Reality
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Molecular Structure Determination
via Shake-and-Bake

n SnB Software by UB/HWI
q IEEE “Top Algorithms of the 

Century”

n Worldwide Utilization
n Critical Step
q Rational Drug Design
q Structural Biology
q Systems Biology

n Vancomycin
q “Antibiotic of Last Resort”

n Current Efforts
qGrid
q Collaboratory
q Intelligent Learning

1. Isolate a single crystal     2. Perform the X-Ray diffraction experiment     3. Determine the crystal structure 
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n Experiment yields reflections 
and associated intensities.

n Underlying atomic 
arrangement is related to the 
reflections by a 3-D Fourier 
transform.

n Phase angles are lost in 
experiment.

n Phase Problem: Determine the 
set of phases corresponding to 
the reflections.

X-Ray Data Molecular 
Structure

FFT

FFT-1

X-Ray Data & Corresponding 
Molecular Structure

Reciprocal or 
“Phase” Space Real Space
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n Probability theory gives information about certain 
linear combinations of phases.  
q In particular, the triples φH+ φK+ φ-H-K=0 with high 

probability.

n Probabilistic estimates are expressed in terms of 
normalized structure factor magnitudes (|E|).

n Optimization methods are used to extract the 
values of individual phases.

n A multiple trial approach is used during the 
optimization process.

n A suitable figure-of-merit is used to determine the 
trials that represent solutions.

Overview of Direct Methods
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Normalized Structure-Factor 
Magnitudes: |EH|
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• 〈|E|〉 constant for concentric resolution shells.
• 〈|E|〉 constant regardless of reflection class (εH correction factor).
• The renormalization condition, 〈|E|2〉=1 is always imposed
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•N=non-H atoms in unit cell

•Each triplet of phases or 
structure invariant, ΦHK, has 
an associated parameter

AHK=2|EHEKE-H-K|/N1/2

•AHK is large if

•|EH|, |EK|, |E-H-K| are large

•N is small

•If AHK is large, ΦHK≈ 0

Cochran Distribution

ΦHK=φH+ φK + φ-H-K



University at Buffalo The State University of  New York CCRCenter for Computational Research

FFT

Trial

Phases

Solutions

?Phase
Refinement

Density
Modification

(Peak Picking)

Tangent
Formula

Reciprocal Space Real Space

Conventional Direct Methods
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Shake-and-Bake Method:
Dual-Space Refinement

FFT

Trial

Phases

Solutions

?Phase
Refinement

Tangent
Formula

Reciprocal Space Real Space
“Shake” “Bake”

Phase
Refinement

FFT-1Parameter
Shift

Density
Modification

(Peak Picking)
(LDE)

Trial 
Structures Shake-and-Bake
Structure
Factors
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Shake-and-Bake

A Direct Methods Flowchart
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Generate Triplet Invariants

1.333042841

1.3330710n=840

3.151065
3.265884

3.671153

3.6730702
4.654301

|E|lkhRank

n = 84 unique atoms

Reflections Triplets

0.712831791428401

0.7173425919100n=840

3.09402815

3.16289314

3.3717533

3.52165312

3.9045411

A-H-KKHRank
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Getting Started: Random Atoms
Random Number

Generator

n = 10 atoms
(30 coordinates)

φ1  φ2

φ3  φ4

φ5  φ6

φ7  φ8

φ9  φ10

Structure F
actor

Calculation
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Useful Relationships for 
Multiple Trial Phasing
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Peak Picking
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n
0.8n

n
0.8n

Peaks
n<100
n>100

2n
2n

n/2
n

Cycles
n<100
n>100

300n100nTriplet Invariants

30n10nPhases

SubstructuresFull StructuresParameter

Default SnB Parameters
(given n atoms)
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Sorted Trials
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Ph8755: SnB Histogram
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Minimal Function Traces
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Number of Atoms in Structure
0      100    1,000 10,000 100,000

Conventional Direct Methods

Shake-and-Bake

Multiple Isomorphous Replacement

Se-Met

Se-Met with Shake-and-Bake

Vancomycin

567 kDa (160 Se)

?

?

Phasing and Structure Size
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Java GUI

NANTMRFSnBDREAR PHASES components

R.Blessing C. Weeks
R. Miller
H. Xu

G. D. Smith W. Furey

Normalization Substructure
solution

Substructure
comparison

Substructure refinement, protein
phasing, solvent flattening, 
preparation for map viewing

J. Rappleye
R. Mungee
L. Pasupulati

S. Potter

BnP: The Buffalo ‘n Pittsburgh 
Interface 
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BnP Overview

Substructure 
Refinement 
(Optional)

Solvent Flattening

σ(protein)/
σ (solvent)

Map InspectionEnantiomorph 
Determination

Occupancy 
Refinement

Trial ComparisonSite Validation

FOM Deviation 
from Mean

FOM Histogram 
and Trace

Substructure 
Determination

Auto ModeManual Mode
(Workflow)

Task

SAME

SAME
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5111661M32<16221JEN
18701EQ2<16241JC4

228451E3M<16101T5H

228   501HI8<1111131GSO
102578541GKP<1106142JXH

7119601DQ8<1*107152TPS
<119601E2Y<161191DBT

2111401L8A<111981CB0

9195301A7A<11771BX4
143281CLI<1641QC2

Time (min) 
Apple Power 

Mac G5

No.
Sites

Time (min) 
Apple Power 

Mac G5

No.
Sites

No. 
Trials

PDB
Code

No. 
Trials

PDB
Code

*  Solution not recognized automatically

SeMet Test Data: 
Auto Mode Results
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Manual Site Validation:
Trial Comparison
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Automated Site Validation:
Occupancy Refinement
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SeMet Test Data:
Site Validation
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Original Hand Alternate Hand

Manual Enantiomorph Determination:
Map Inspection



Solvent 
Flattening
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nBasic Data (Full Structure)
q~750 unique non-H atoms (equal)
q~2000 such atoms including 8 Fe’s
q1.1-1.2Å data (equal atom)
q1.3-1.4Å data (unequal atoms, sometimes)

nSAS or SIR Difference Data (substructures)
q160 Se (567 kDa / ASU)
q3-4Å data
q5Å truncated data have also worked

Shake-and-Bake Applications: 
Structure Size and Data Resolution
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DISCOM

SinRG

APGrid

IPG …

Grid Computing
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Grid Computing Overview 

n Coordinate Computing Resources, People, Instruments in Dynamic 
Geographically-Distributed Multi-Institutional Environment

n Treat Computing Resources like Commodities
q Compute cycles, data storage, instruments 
q Human communication environments

n No Central Control; No Trust

Imaging Instruments Large-Scale Databases

Data   Acquisition AnalysisAdvanced   Visualization

Computational 
ResourcesLHC
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Factors Enabling the Grid
n Internet is Infrastructure
qIncreased network bandwidth and advanced services

n Advances in Storage Capacity
qTerabyte costs less than $5,000

n Internet-Aware Instruments
n Increased Availability of Compute Resources
qClusters, supercomputers, storage, visualization devices

n Advances in Application Concepts
qComputational science: simulation and modeling
qCollaborative environments → large and varied teams

n Grids Today
qMoving towards production; Focus on middleware
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NSF Extensible TeraGrid Facility

NCSA: Compute IntensiveSDSC: Data Intensive PSC: Compute Intensive

IA64

IA64 Pwr4
EV68

IA32

IA32

EV7

IA64 Sun

10 TF IA-64
128 large memory nodes

230 TB Disk Storage
GPFS and data mining

4 TF IA-64
DB2, Oracle Servers
500 TB Disk Storage
6 PB Tape Storage
1.1 TF Power4

6 TF EV68
71 TB Storage

0.3 TF EV7 shared-memory
150 TB Storage Server

1.25 TF IA-64
96 Viz nodes 

20 TB Storage

0.4 TF IA-64
IA32 Datawulf
80 TB Storage

Extensible Backplane Network
LA

Hub
Chicago

Hub

IA32

Storage Server

Disk Storage

Cluster

Shared Memory

Visualization
Cluster

LEGEND

30 Gb/s

IA64

30 Gb/s

30 Gb/s
30 Gb/s

30 Gb/s

Sun

Sun

ANL: VisualizationCaltech: Data collection analysis

40 Gb/s

Backplane Router

Figure courtesy of
Rob Pennington, NCSA
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Computational Grids & 
Electric Power Grids

n Similarities/Goals of CG and EPG
qUbiquitous
qConsumer is comfortable with lack of knowledge of 

details 
n Differences Between CG and EPG
qWider spectrum of performance & services
qAccess governed by more complicated issues
mSecurity 
mPerformance 
mSocio-political factors
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ACDC-Grid 
Cyber-Infrastructure

n Integrated Data Grid
qAutomated Data File Migration based on profiling users.

n Lightweight Grid Monitor (Dashboard)
n Predictive Scheduler
qDefine quality of service estimates of job completion, by 

better estimating job runtimes by profiling users.

n Dynamic Resource Allocation
qDevelop automated procedures for dynamic computational 

resource allocation.

n High-Performance Grid-Enabled Data Repositories
qDevelop automated procedures for dynamic data 

repository creation and deletion.
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ACDC-Grid 
Collaborations

n High-Performance Networking Infrastructure
n WNY Grid Initiative
n Grid3+ Collaboration
n iVDGL Member

q Only External Member
n Open Science Grid Member

q Organizational Committee
q Blueprint Committee
q Security Working Group
q Data Working Group

n Grid-Based Visualization
q SGI Collaboration

n Grid-Lite: Campus Grid
q HP Labs Collaboration

n Innovative Laboratory Prototype
q Dell Collaboration
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Grid3 Snapshot of Sites

UBuffalo-CCR Virtual Organization

Grid Resources for Advanced Science and Engineering (GRASE)
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Data Grid

nMotivation:
qLarge data collections are emerging as important 

community resources. 
qData Grids complement Computational Grids.

n Definition: A data grid is a network of distributed 
storage resources, including archival systems, 
caches, and databases, which are linked logically to 
create a sense of global persistence.

n Goal: Design and implement transparent 
management of data distributed across 
heterogeneous resources.
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ACDC-Grid Data Grid 
Functionality

n Basic file management functions are accessible via a 
platform-independent web interface.

n User-friendly menus/interface.
n File Upload/Download to/from the Data Grid Portal.
n Simple Web-based file editor.
n Efficient search utility.
n Logical display of files (user/ group/ public).
n Ability to logically display files based on metadata 

(file name, size, modification date, etc.)
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ACDC-Grid Data Grid

Browser view of “miller” 
group files published by 

user “rappleye”
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ACDC-Grid 
Data Grid File Migration

nMigration Algorithm dependent on
qUser access time
qNetwork capacity at time of migration
qUser profile
qUser disk quotas on various resources
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Data Grid Resource Info
Both platforms have 
reduced bandwidth 

available for additional 
transfers
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Initial ACDC Campus Grid
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FDDI

100 Mbps

1.54 Mbps (T1) - RPCI

1000 Mbps

1.54 Mbps (T1) - HWI

44.7 Mbps (T3) - BCOEB

OC-3 - I1

155 Mbps (OC-3) I2

NYSERNet
350 Main St

NYSERNet
350 Main St

Commercial
Abilene

622 Mbps (OC-12)

100 Mbps

BCOEB

Medical/Dental

Network Connections
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ACDC Data Grid Overview
(Grid-Available Data Repositories)

300 Dual Processor
2.4 GHz Intel Xeon
RedHat Linux 7.3
38.7 TB Scratch Space

Joplin: Compute Cluster 75 Dual Processor
1 GHz Pentium III
RedHat Linux 7.3
1.8 TB Scratch Space

Nash: Compute Cluster

Crosby: Compute Cluster

SGI Origin 3800
64 - 400 MHz IP35
IRIX 6.5.14m
360 GB Scratch Space

9 Dual Processor
1 GHz Pentium III
RedHat Linux 7.3
315 GB Scratch Space

Mama: Compute Cluster

16 Dual Sun Blades
47 Sun Ultra5
Solaris 8
770 GB Scratch Space

Young: Compute Cluster

Note: Network connections are 100 Mbps unless otherwise noted.

182 GB Storage

100 GB Storage56 GB Storage

100 GB Storage

70 GB Storage

Network Attached
Storage
1.2 TB

Storage Area Network
75 TB

136 GB Storage

CSE Multi-Store
40 TB

4 Processor Dell 6650
1.6 GHz Intel Xeon
RedHat Linux 9.0
66 GB Scratch Space

ACDC: Grid Portal
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Predictive Scheduler 

nBuild profiles based on statistical analysis of logs 
of past jobs 
qPer User/Group 
qPer Resource

nUse these profiles to predict runtimes of new jobs
nMake use of these predictions to determine 
qResources to be utilized
qAvailability of Backfill
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System Diagram

Resource 1

Resource 2

Resource n

User 1 User 2 User m

SQL 
Database

Predictive 
Scheduler

Maintain 
Profiles and 
Predict 

• running time

• backfill on 
resources

• grid load 
and utilization
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Preliminary GA results

Percent of estimates 
within 5% of actual values

Percent of estimates within 
20% of actual values
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nSmall number (40) of CPUs were dedicated 
at night

nAn additional 400 CPUs were dynamically 
allocated during the day

nNo human intervention was required
nGrid applications were able to utilize the 

resources and surpassed the Grid3 goals

ACDC-Grid Dynamic Resource 
Allocation at SC03 with Grid3
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GigE and Myrinet connection

GigE connection

73 GB hard drive

292 – Dell 2650
production nodes

4 node Dell 2650 PVFS server (1096 GB)

1 node Dell 2650 NFS server (342 GB)

Dell 2650 backup front-end

Dell 6650 4-way
front-end

Dell 6650 4-way
(ACDC)

Dell 6650 4-way
(GRID)

Dell 6650 4-way
(EAGLES)

Joplin Configuration
Diagram

Node scratch space (120 GB)

ACDC-Grid Dynamic 
Resource Allocation



ACDC-Grid 
Monitoring:

The ACDC-Grid
DASHBOARD

http://osg.ccr.buffalo.edu
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ACDC-Grid Administration
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n Structural Biology
q SnB and BnP for Molecular Structure Determination/Phasing

n Groundwater Modeling
q Ostrich: Optimization and Parameter Estimation Tool
q POMGL: Princeton Ocean Model Great Lakes for Hydrodynamic 

Circulation
q Split: Modeling Groundwater Flow with Analytic Element Method

n Earthquake Engineering
q EADR: Evolutionary Aseismic Design and Retrofit; Passive Energy 

Dissipation System for Designing Earthquake Resilient Structures
n Computational Chemistry
q Q-Chem: Quantum Chemistry Package

n Geographic Information Systems & BioHazards
q Titan: Computational Modeling of Hazardous Geophysical Mass 

Flows

Grid-Enabling Application 
Templates (GATs)
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Grid Enabled SnB
n Problem Statement
qUse all available resources for determining a single structure

n Grid Enabling Criteria
qRun on heterogeneous set of resources
qStore results in SnB database
qMine database (and automagically deploy new jobs) to improve 

parameter settings

n Runtime Parameters Transparent to User
qAssembling Necessary Files
qNumber of Processors
qTrials per Processor
qAppropriate Queue and Running Times
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Grid Services and Applications

ACDC-Grid 
Computational 

Resources

ACDC-Grid 
Computational 

Resources

ACDC-Grid
Data 

Resources

ACDC-Grid
Data 

Resources

Applications

Local Services

LSF

Condor MPI

TCP SolarisIrix

WINNT

UDP

High-level Services 
and Tools

Globus 
Toolkit

globusrunMPI

NWS

MPI-IO

Core Services

Metacomputing 
Directory 
Service

GRAM

Globus 
Security 
Interface

GASS

C, C++, Fortran, PHP

Shake-and-Bake OracleMySQLApache

PBS Maui Scheduler

RedHat LinuxStork

Adapted from Ian Foster and Carl Kesselman
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Middleware
n Grid (Computational and Data)
qGlobus Toolkit 2.2.4 → direct upgrade WSRF
qCondor 6.6.0
qNetwork Weather Service 2.6
qApache2 HTTP Server 
qPHP 4.3.0
qMySQL 3.23
qphpMyAdmin 2.5.1

n Collaboratory
qOpenGL (LibDMS, DevIL, GLUT)
qWindows, IRIX, Mac OS X, Linux
qCAVE, Desktop



Startup Screen for ACDC-Grid Job Submission



Instructions and Description for Running a Job on ACDC-Grid



Software Package Selection



Full Structure / Substructure Template Selection



Default Parameters Based on Template



Default Parameters (cont’d)



Generating Reflections (Drear)



Invariant Generation



SnB Setup



SnB Setup (cont’d)



SnB Review (Grid job ID: 447)



Graphical Representation of Intermediate Job Status



Histogram of Completed Trial Structures



Status of Jobs
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SnB Grid Enabled Data Mining

Grid Portal 
Workflow Job 

Manager

Grid Portal 
Workflow Job 

Manager

ACDC-Grid Computational 
Resources

ACDC-Grid Computational 
Resources

Molecular 
Structure 
Database

Molecular 
Structure 
Database

Data Mining 
Criteria

Data Mining 
Criteria

ACDC-Grid
Data Grid

ACDC-Grid
Data Grid
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SnB Molecular Structure Database

Molecular 
Structure 
Database

Molecular 
Structure 
Database
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SnB Data Mining Results
(Preliminary)

n Database over 22 atomic-resolution structures
n There are 5 different base data sets per structure
n Genetic Algorithm optimization on these 110 

datasets
n GA results provide order(s) of magnitude 

improvement in cost-effectiveness
n Current focus on automation of algorithm for 

large-scale (international) grid deployment
n Decisions continue on which parameters to refine



User starts up – default image of structure.

Heterogeneous Back-End Interactive Collaboratory



Molecule scaled, rotated, and labeled.



Remove Carbon Atoms (and Links)



User Adds Bond Between Atoms
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Outreach

nHS Summer Workshops in Computational Science
qChemistry, Visualization, Bioinformatics 
q10-14 HS Students Participate Each Summer for 2 weeks
qProject-Based Program 
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Outreach
nPilot HS Program in Computational Science
qYear long extracurricular activity at Mount St. Mary’s, 

City Honors, and Orchard Park HS
qProduce next generation scientists and engineers
qStudents learn Perl, SQL, Bioinformatics
q$50,000 startup funding from Verizon, PC’s from HP
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Community Service
nManaged numerous baseball teams (LGYB, MMYB)
n Coached numerous basketball teams
qHouse League (AYB)
qPAL
qLocal Tournaments

n President of Amherst Youth Basketball (6 yrs.)
q350 boys/girls ⇒ ~1000 boys/girls
qWeb based

n Co-President/Coach WNY Warriors (AAU)
q6 Travel Teams
qNumerous DI players

n Inducted into Amherst (NY) Avenue of Athletes
n Board Member of infoTechNiagara,…… 
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