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Grid Computing
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Grid Computing Overview 

Coordinate Computing Resources, People, Instruments in Dynamic 
Geographically-Distributed Multi-Institutional Environment
Treat Computing Resources like Commodities

Compute cycles, data storage, instruments 
Human communication environments

No Central Control; No Trust

Imaging Instruments Large-Scale Databases

Data   Acquisition AnalysisAdvanced   Visualization

Computational 
ResourcesLHC
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ACDC-Grid Collaborations I
High-Performance Networking Infrastructure
Grid3+ Collaboration
iVDGL Member

Only External Member
Open Science Grid

Organizational Committee
Blueprint Committee
Security Working Group
Data Working Group
GRASE VO

Grid-Lite: Campus Grid
HP Labs Collaboration

Innovative Laboratory Prototype
Dell Collaboration
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ACDC-Grid Collaborations II
Grass Roots NYS Grid 
(pre-NYSGrid.org)

SUNY-Albany
SUNY-Binghamton
SUNY-Buffalo
SUNY-Geneseo
Canisius College
Columbia 
Hauptman-Woodward Inst.
Niagara University

GRASE VO: Grid 
Resources for Advanced 
Science and Engineering 
Virtual Organization

(Non-Physics Research)
Structural Biology
Groundwater Modeling
Earthquake Engineering
Computational Chemistry
GIS/BioHazards
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“Middleware”
Intermediate Software Layer between Application 
Codes and Grid Resources
Required for applications, users, and resource 
providers to operate effectively in a manner 
transparent to the user
Security; Resource Management; Data Access; 
Policies; Accounting; 
Globus; Condor
Checks availability of Resources

CPUs; Storage; Networking; Render Farms; etc.
Scheduling / Workload Management System
Resource Broker

Evaluates Job and Breaks Up/Submits
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NSF Middleware Initiative (NMI)

Develop, improve, and deploy a suite of 
reusable software components for use in 
national-scale “cyberinfrastructure”.
APST, Condor, CPM, DataCutter, 
DataCutter STORM, Globus Toolkit, GPT, 
Gridconfig, GridPort, GridSolve, GSI 
OpenSSH, Inca, KX.509/KCA, Look, 
MPICH-G2, MyProxy, Network Weather 
Service, OpenSAML, PERMIS, PyGlobus, 
Shibboleth, SRB Client, UberFTP, and 
WebISO (Web Initial Sign-on). 
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Grid Issues
High-Throughput Computing
Transparent Integration of Data, Computing, 
Sensors/Devices, Networking
Heterogeneous Resources
Standards (Grid, Data)
Major User Communities

High-Energy Physics and Astrophysics
Medicine and Biological Sciences
Earth Sciences

Public Funding Still Critical
Grids are in their Infancy
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Major Grid Initiatives
EGEE: Enabling Grids for E-SciencE (European Commision)

Initial Focus on CERN (5PB of Data/Year)
High-Energy Physics and Life Sciences

Expanded Focus Includes Virtually All Scientific Domains
200 Institutions; 40 Countries
20K+ CPUs; 5PB; 25,000 jobs per day!

OSG (DOE, NSF)
High-Throughput Distributed Facility
Open & Heterogeneous
Biology, Computer Science, Astrophysics, LHC
57 Compute Sites; 11 Storage Sites; 
10K CPUS; 6PB

TeraGrid (NSF)
Integrates High-End Resources
High-Performance (Dedicated) Networks
9 Sites; 100TF & 15PB
100+ Databases Available
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Open Science Grid

EGEE
Focus on CERN (5EB of Data/Year)

OSG

TeraGrid

Courtesy of Paul Avery
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NSF Integrated CI

NSF Integrated Cyberinfrastructure

NSF Director Arden L. Bement: “leadership in cyberinfrastructure may determine  America's continued 
ability to innovate – and thus our ability to compete successfully in the global arena.”



University at Buffalo The State University of  New York CI LabCyberinfrastructure Laboratory

ACDC-Grid 
Cyberinfrastructure

Lightweight Grid Monitor (Dashboard)
Predictive Scheduler

Define quality of service estimates of job completion, by 
better estimating job runtimes by profiling users.

Dynamic Resource Allocation
Develop automated procedures for dynamic computational 
resource allocation.

High-Performance Grid-Enabled Data Repositories
Develop automated procedures for dynamic data 
repository creation and deletion.

Integrated Data Grid
Automated Data File Migration based on profiling users.

Grid Portal
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ACDC-Grid System 
Architecture

Campus Grid InfrastructureData Grid Infrastructure

Grid Portal
Applications and
Administration

Grid Collaborations

Storage Area Network Network Attached Storage MultiStore Platform Resources

Storage Elements

Data Grid Dynamic Resource Allocation Predictive Scheduler

Condor Flock 1..N

Campus Grid

Distributed Memory Shared Memory

High Perfomance Platforms

Computational Grid Resource Monitoring

Internal Gateway Portal External Gateway Portal



ACDC-Grid 
Monitoring:

The ACDC-Grid
DASHBOARD

http://osg.ccr.buffalo.edu
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ACDC Monitor 
http://osg.ccr.buffalo.edu/operations-dashboard.php?grids=3&vos=10
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Predictive Scheduler 

Build profiles based on statistical analysis of logs 
of past jobs 

Per User/Group 
Per Resource

Use these profiles to predict runtimes of new jobs
Make use of these predictions to determine 

Resources to be utilized
Availability of Backfill
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Small number (40) of CPUs were dedicated 
at night
An additional 400 CPUs were dynamically 
allocated during the day
No human intervention was required
Grid applications were able to utilize the 
resources and surpassed the Grid3 goals

ACDC-Grid Dynamic Resource 
Allocation at SC03 with Grid3
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GigE and Myrinet connection

GigE connection

73 GB hard drive

292 – Dell 2650
production nodes

4 node Dell 2650 PVFS server (1096 GB)

1 node Dell 2650 NFS server (342 GB)

Dell 2650 backup front-end

Dell 6650 4-way
front-end

Dell 6650 4-way
(ACDC)

Dell 6650 4-way
(GRID)

Dell 6650 4-way
(EAGLES)

Joplin Configuration
Diagram

Node scratch space (120 GB)

ACDC-Grid Dynamic 
Resource Allocation
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ACDC-Grid Administration
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ACDC-Grid Data Grid

Browser view of “miller”
group files published by 

user “rappleye”
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ACDC-Grid Data Grid 
Functionality

Basic file management functions are accessible via a 
platform-independent web interface.
User-friendly menus/interface.
File Upload/Download to/from the Data Grid Portal.
Simple Web-based file editor.
Efficient search utility.
Logical display of files (user/ group/ public).
Ability to logically display files based on metadata 
(file name, size, modification date, etc.)
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Grid Services and Applications

ACDC-Grid 
Computational 

Resources

ACDC-Grid 
Computational 

Resources

ACDC-Grid
Data 

Resources

ACDC-Grid
Data 

Resources

Applications

Local Services

LSF

Condor MPI

TCP SolarisIrix

WINNT

UDP

High-level Services 
and Tools

Globus 
Toolkit

globusrunMPI

NWS

MPI-IO

Core Services

Metacomputing 
Directory 
Service

GRAM

Globus 
Security 
Interface

GASS

C, C++, Fortran, PHP

Shake-and-Bake OracleMySQLApache

PBS Maui Scheduler

RedHat LinuxStork

Adapted from Ian Foster and Carl Kesselman
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Structural Biology
SnB and BnP for Molecular Structure Determination/Phasing

Groundwater Modeling
Ostrich: Optimization and Parameter Estimation Tool
POMGL: Princeton Ocean Model Great Lakes for Hydrodynamic 
Circulation
Split: Modeling Groundwater Flow with Analytic Element Method

Earthquake Engineering
EADR: Evolutionary Aseismic Design and Retrofit; Passive Energy 
Dissipation System for Designing Earthquake Resilient Structures

Computational Chemistry
Q-Chem: Quantum Chemistry Package

Geographic Information Systems & BioHazards
Titan: Computational Modeling of Hazardous Geophysical Mass 
Flows

Grid-Enabling Application 
Templates (GATs)
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Grid Enabled SnB

Required Layered Grid Services
Grid-enabled Application Layer

Shake – and – Bake application
Apache web server
MySQL database

High-level Service Layer
Globus, NWS, PHP, Fortran, and C

Core Service Layer
Metacomputing Directory Service, Globus Security Interface, 

GRAM, GASS
Local Service Layer

Condor, MPI, PBS, Maui, WINNT, IRIX, Solaris, RedHat Linux
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Required Grid Services

Applications

Core Services

Metacomputing 
Directory 
Service

GRAM
Globus 

Security 
Interface

Heartbeat 
Monitor

Nexus

Gloperf

Local 
Services

LSF

Condor MPI

NQEEasy

TCP

SolarisIrixAIX

UDP

High-level Services and Tools

DUROC globusrunMPI Nimrod/GMPI-IO CC++

GlobusView Testbed Status

GASS

Application Layer
Shake-and-Bake
Apache web server
MySQL database

High-level Services
Globus, PHP, Fortran, C

Core Services
Metacomputing Directory 
Service, Globus Security 
Interface, GRAM, GASS

Local Services
Condor, MPI, PBS, Maui, 
WINNT, IRIX, Solaris, 
RedHat Linux

Grid Implementation as a Layered Set of Services
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Grid Enabled SnB Execution
User 

defines Grid-enabled SnB job using Grid Portal or SnB
supplies location of data files from Data Grid
supplies SnB mode of operation

Grid Portal 
assembles required SnB data and supporting files, execution scripts, 
database tables.
determines available ACDC-Grid resources.

ACDC-Grid job management includes:
automatic determination of appropriate execution times, number of 
trials, and number/location of processors,
logging/status of concurrently executing resource jobs, &
automatic incorporation of SnB trial results into the molecular 
structure database.



Startup Screen for ACDC-Grid Job Submission



Instructions and Description for Running a Job on ACDC-Grid



Software Package Selection



Full Structure / Substructure Template Selection



Default Parameters Based on Template



Default Parameters (cont’d)



Generating Reflections (Drear)



Invariant Generation



SnB Setup



SnB Setup (cont’d)



SnB Review (Grid job ID: 447)



Graphical Representation of Intermediate Job Status



Histogram of Completed Trial Structures



Status of Jobs



User starts up – default image of structure.

Heterogeneous Back-End Interactive Collaboratory



Molecule scaled, rotated, and labeled.
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