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Academia in the 21st Century

Embrace digital data-driven society
Empower students to compete in knowledge-based economy
Support HPC infrastructure, research, and applications 
Support education, outreach, and training 
Deliver high-end cyberinfrastructure to enable efficient

Collection of data 
Management/Organization of data
Distribution of data
Analysis of data
Visualization of data
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Center for Computational 
Research (CCR)

Founding Director (1998-2006)
Peak Achievements

Top Academic HPC Center in World
~25 TF of HPC
~600 TB of High-End Storage
Significant Visualization
Special-Purpose Systems
~30 FTEs Staff
140 Projects Annually

EOT 
K-16, industry, community
Non-Traditional Users
Visualization Projects

ROI: $7M → ~$300M @ UB
ROI: ~$450M to WNY
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Song: I’m OK (I Promise)
Band: Chemical Romance

Gaming Environment: Death Jr.
MTV

IBC Digital & CCR
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Grid Computing
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Grid Computing Overview 

Coordinate Computing Resources, People, Instruments in Dynamic 
Geographically-Distributed Multi-Institutional Environment
Treat Computing Resources like Commodities

Compute cycles, data storage, instruments 
Human communication environments

No Central Control; No Trust

Imaging Instruments Large-Scale Databases

Data   Acquisition AnalysisAdvanced   Visualization

Computational 
ResourcesLHC



University at Buffalo The State University of  New York CI LabCyberinfrastructure Laboratory

“Middleware”
Intermediate Software Layer between Application 
Codes and Grid Resources
Required for applications, users, and resource 
providers to operate effectively in a manner 
transparent to the user
Security; Resource Management; Data Access; 
Policies; Accounting; 
Globus; Condor
Checks availability of Resources

CPUs; Storage; Networking; Render Farms; etc.
Scheduling / Workload Management System
Resource Broker

Evaluates Job and Breaks Up/Submits
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Grid Issues
High-Throughput Computing
Transparent Integration of Data, Computing, 
Sensors/Devices, Networking
Heterogeneous Resources
Standards (Grid, Data)
Major User Communities

High-Energy Physics and Astrophysics
Medicine and Biological Sciences
Earth Sciences

Public Funding Still Critical
Grids are in their Infancy
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Major Grid Initiatives
EGEE: Enabling Grids for E-SciencE (European Commision)

Initial Focus on CERN (5PB of Data/Year)
High-Energy Physics and Life Sciences

Expanded Focus Includes Virtually All Scientific Domains
200 Institutions; 40 Countries
20K+ CPUs; 5PB; 25,000 jobs per day!

OSG (DOE, NSF)
High-Throughput Distributed Facility
Open & Heterogeneous
Biology, Computer Science, Astrophysics, LHC
57 Compute Sites; 11 Storage Sites; 
10K CPUS; 6PB

TeraGrid (NSF)
Integrates High-End Resources
High-Performance (Dedicated) Networks
9 Sites; 100TF & 15PB
100+ Databases Available
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Cyberinfrastructure

Foster & Kesselman: “a domain-independent 
computational infrastructure designed to support 
science.”
NSF: “comprehensive phenomenon that involves 
creation, dissemination, preservation, and application 
of knowledge”
Generic: transparent and ubiquitous application of 
technologies central to contemporary engineering and 
science
NSF Cyberinfrastructure (OCI)

HPC Hardware and Software
Data Collections
Science Gateways/Virtual Organizations
Support of Next Generation Observing Systems
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NSF Integrated CI

NSF Integrated Cyberinfrastructure

NSF Director Arden L. Bement: “leadership in cyberinfrastructure may determine  America's continued 
ability to innovate – and thus our ability to compete successfully in the global arena.”
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Cyberinfrastructure Lab

CI sits at core of modern simulation & modeling
CI allows for new methods of investigation to 
address previously unsolvable problems
Focus on development of 

algorithms
portals
interfaces 
middleware

Free end-users to do disciplinary work
Funding (2001-pres): NSF ITR, NSF CRI, NSF 
MRI, NYS, Fed
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Evolution of CI Lab Projects
ACDC-Grid

Experimental Grid: Globus & Condor
Integrate Data & Compute, Monitor, Portal, Node Swapping, 
Predictive Scheduling/Resource Management
GRASE VO: Structural Biology, Groundwater Modeling, 
Earthquake Eng, Comp Chemistry, GIS/BioHazards
Buffalo, Buffalo State, Canisius, Hauptman-Woodward

WNY Grid
Heterogeneous System: Hardware, Networking, Utilization
Buffalo, Geneseo, Hauptman-Woodward, Niagara

NYS Grid
Extension to Hardened Production-Level System State-Wide
Albany, Binghamton, Buffalo, Geneseo, Canisius, Columbia, HWI, 
Niagara, [Cornell, NYU, RIT, Rochester, Syracuse, Marist], {Stony 
Brook, RPI, Iona}
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Grid Collaborations
High-Performance Networking Infrastructure
Grid3+ Collaboration
iVDGL Member

Only External Member
Open Science Grid

GRASE VO
NYSGrid.org

NYS CI Initiative
Executive Director
Various WGs

Grid-Lite: Campus Grid
HP Labs Collaboration

Innovative Laboratory Prototype
Dell Collaboration
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CI Lab Projects 
Lightweight Grid Monitor (Dashboard)
Predictive Scheduler

Define quality of service estimates of job completion, by 
better estimating job runtimes by profiling users.

Dynamic Resource Allocation
Develop automated procedures for dynamic computational 
resource allocation.

High-Performance Grid-Enabled Data Repositories
Develop automated procedures for dynamic data 
repository creation and deletion.

Integrated Data Grid
Automated Data File Migration based on profiling users.

Grid Portal
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ACDC-Grid System 
Architecture

Campus Grid InfrastructureData Grid Infrastructure

Grid Portal
Applications and
Administration

Grid Collaborations

Storage Area Network Network Attached Storage MultiStore Platform Resources

Storage Elements

Data Grid Dynamic Resource Allocation Predictive Scheduler

Condor Flock 1..N

Campus Grid

Distributed Memory Shared Memory

High Perfomance Platforms

Computational Grid Resource Monitoring

Internal Gateway Portal External Gateway Portal



CI Lab Grid Monitor: http://osg.ccr.buffalo.edu/



CI Lab Operations Dashboard
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Predictive Scheduler 

Build profiles based on statistical analysis of logs 
of past jobs 

Per User/Group 
Per Resource

Use these profiles to predict runtimes of new jobs
Make use of these predictions to determine 

Resources to be utilized
Availability of Backfill
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Small number (40) of CPUs were dedicated 
at night
An additional 400 CPUs were dynamically 
allocated during the day
No human intervention was required
Grid applications were able to utilize the 
resources and surpassed the Grid3 goals

ACDC-Grid Dynamic Resource 
Allocation at SC03 with Grid3
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GigE and Myrinet connection

GigE connection

73 GB hard drive

292 – Dell 2650
production nodes

4 node Dell 2650 PVFS server (1096 GB)

1 node Dell 2650 NFS server (342 GB)

Dell 2650 backup front-end

Dell 6650 4-way
front-end

Dell 6650 4-way
(ACDC)

Dell 6650 4-way
(GRID)

Dell 6650 4-way
(EAGLES)

Joplin Configuration
Diagram

Node scratch space (120 GB)

ACDC-Grid Dynamic 
Resource Allocation
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Grid Administration
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ACDC-Grid Data Grid 
Functionality

Basic file management functions are accessible via a 
platform-independent web interface.
User-friendly menus/interface.
File Upload/Download to/from the Data Grid Portal.
Simple Web-based file editor.
Efficient search utility.
Logical display of files (user/ group/ public).
Ability to logically display files based on metadata 
(file name, size, modification date, etc.)
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Structural Biology
SnB and BnP for Molecular Structure Determination/Phasing

Groundwater Modeling
Ostrich: Optimization and Parameter Estimation Tool
POMGL: Princeton Ocean Model Great Lakes for Hydrodynamic 
Circulation
Split: Modeling Groundwater Flow with Analytic Element Method

Earthquake Engineering
EADR: Evolutionary Aseismic Design and Retrofit; Passive Energy 
Dissipation System for Designing Earthquake Resilient Structures

Computational Chemistry
Q-Chem: Quantum Chemistry Package

Geographic Information Systems & BioHazards
Titan: Computational Modeling of Hazardous Geophysical Mass 
Flows

Grid-Enabling Application 
Templates (GATs)
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Grid Enabled SnB

Required Layered Grid Services
Grid-enabled Application Layer

Shake – and – Bake application
Apache web server
MySQL database

High-level Service Layer
Globus, NWS, PHP, Fortran, and C

Core Service Layer
Metacomputing Directory Service, Globus Security Interface, 

GRAM, GASS
Local Service Layer

Condor, MPI, PBS, Maui, WINNT, IRIX, Solaris, RedHat Linux
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Required Grid Services

Applications

Core Services

Metacomputing 
Directory 
Service

GRAM
Globus 

Security 
Interface

Heartbeat 
Monitor

Nexus

Gloperf

Local 
Services

LSF

Condor MPI

NQEEasy

TCP

SolarisIrixAIX

UDP

High-level Services and Tools

DUROC globusrunMPI Nimrod/GMPI-IO CC++

GlobusView Testbed Status

GASS

Application Layer
Shake-and-Bake
Apache web server
MySQL database

High-level Services
Globus, PHP, Fortran, C

Core Services
Metacomputing Directory 
Service, Globus Security 
Interface, GRAM, GASS

Local Services
Condor, MPI, PBS, Maui, 
WINNT, IRIX, Solaris, 
RedHat Linux

Grid Implementation as a Layered Set of Services



Startup Screen for CI Lab Grid Job Submission



Instructions and Description for Running a Job on ACDC-Grid



Software Package Selection

Full Structure / Substructure Template Selection



Default Parameters Based on Template



SnB Review (Grid job ID: 447)



Graphical Representation of Intermediate Job Status

Histogram of Completed Trial Structures



Status of Jobs



User starts up – default image of structure.

Heterogeneous Back-End Interactive Collaboratory



Molecule scaled, rotated, and labeled.
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NYSGrid.org

Grass-Roots Cyberinfrastructure Initiative in NYS
Open to academic, research, government, and 
industrial organizations.
Goal is to allow transparent collection, 
management, organization, analysis, and 
visualization of data, while ignoring location.
Enable Research, Scholarship, and Economic 
Development in NYS.
Mission Stmt: To create and advance collaborative 
technological infrastructure that supports and 
enhances the research and educational missions of 
institutions in NYS.
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Current NYS Grid Participation
Albany • √
Alfred
Binghamton • √
Brookhaven
Buffalo • √
Columbia •
Cornell • √
Geneseo • √
Hauptman-Woodward • √
Iona •

Marist • √
Memorial Sloan-Kettering
NYU • √
Niagara • √
RIT • √
Rochester • √
RPI •
Stony Brook • √
Syracuse • √
NYSERNet

• - expressed interest in NYS Grid
√ - on NYS Grid
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Abilene

MAN LAN

Buffalo

Rochester
Albany

32 AoA

Abilene
HEAnet

CA*net

Syracuse

OC-12
GigE

legend

NYSERNet PoP

10 GigE

R&E Network

DWDM

NLR

ESnet

Courtesy of NYSERNet
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NYSGrid.org Organization

NYSGrid

NYS CSE

•MultiScale
•Sciences
•Engineering
•Life Sciences
•Media

NYS CS
•Scheduling
•Monitoring
•Networking

•Security

NYS Resources
•Computing
•Data Storage
•Networking
•Rendering
•Sensors
•Instruments

NSF Director Arden L. Bement: “leadership in cyberinfrastructure may 
determine  America's continued ability to innovate – and thus our ability 
to compete successfully in the global arena.”
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NYS Grid Implementation Details

Remote Site-verify.sh
ACDC monitoring
Grid-cat monitoring
Local Site-verify.sh
Configure OSG
Request/install Host certificate
Install OSG software stack
Resource Manager
Getting Started (Build Cluster, etc.)

Figure Courtesy of Jon Bednasz, CCR/UB
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Getting Started
(Courtesy of Jon Bednasz & Steve Gallo, CCR/UB)

Physically build a cluster
1 head node
4+ compute nodes

Install Cluster Software
Operating System (Red Hat)
Drivers for Interconnect (Myrinet, Infiniband, etc.)
Resource Manager (PBS, LSF, Condor, SGE)

Identify Gatekeeper Node for OSG Software
Either stand alone machine or co-resident on Head Node
5GB of space in /opt/grid
5GB of space in /grid-tmp

Need to have ability to adjust firewalls
Need to have ability to add users
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Installing OSG Stack on Gatekeeper

Installs are done via PACMAN 
wget http://physics.bu.edu/pacman/sample_cache/tarballs/pacman-3.16.1.tar.gz

Install OSG software
pacman -get OSG:ce

Install (1) Package for your Resource Manager
pacman -get OSG:Globus-Condor-Setup
pacman -get OSG:Globus-PBS-Setup  
pacman -get OSG:Globus-LSF-Setup  
pacman -get OSG:Globus-SGE-Setup 
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NYSGrid.org Technical Group

Jon Bednasz, Buffalo, Chair
Steve Gallo, Buffalo
Eric Warnke, Albany
Steaphan Greene, Binghamton
Ken Smith, Columbia
Resa Alvord, Cornell
Kirk Anne, Geneseo
Steve Potter, Hauptman-Woodward
Robert Schiaffino, Iona

Earle Nietzel, Marist
Ann Rensel, Niagara
Chris Grim, NYU
Rick Bohn, RIT
Bill Webster, Rochester
Lindsay Todd, RPI
Ajay Gupta, Stony Brook
Jorge González Outeiriño, 
Syracuse
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NYSGrid.org Activities & Board

Technical Working Group
Middleware
User Support and Services / 
EOT
Communications
Infrastructure
Resource Providers
Funding

Russ Miller
Gurcharan Khanna
Linda Callahan
Mark Shephard
Tim Lance
(Heather Stewart)
Jim Davenport
Chris Haile

Activities Board
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Technical WG Current Efforts
(Led by Steve Gallo and Jon Bednasz)

NYS Grid is Available
CCR/UB & CTC/Cornell

Streamline bringing users onto NYS Grid
Documentation
Recommendations

Need Early Adopters
1. Current Grid Users
2. New Users to Grid with HPC Needs
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Middleware WG Current Efforts

Discussions on current state of Middleware 
at Buffalo, Binghamton, & RPI

Scheduling
Portals
Monitoring
Fault Tolerance
Checkpoint/Restart
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