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Cyberinfrastructure

Foster & Kesselman: “a domain-independent 
computational infrastructure designed to support 
science.”
NSF: “comprehensive phenomenon that involves 
creation, dissemination, preservation, and application 
of knowledge”
Generic: transparent and ubiquitous application of 
technologies central to contemporary engineering and 
science
NSF Cyberinfrastructure (OCI)

HPC Hardware and Software
Data Collections
Science Gateways/Virtual Organizations
Support of Next Generation Observing Systems



University at Buffalo The State University of  New York CI LabCyberinfrastructure Laboratory

NSF Integrated CI

NSF Integrated Cyberinfrastructure

NSF Director Arden L. Bement: “leadership in cyberinfrastructure may determine  America's continued 
ability to innovate – and thus our ability to compete successfully in the global arena.”
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Cyberinfrastructure Lab
Premise

CI sits at core of modern simulation & modeling
CI allows for new methods of investigation to address 
previously unsolvable problems

Focus
Algorithms
Portals
Interfaces 
Middleware

Goal
Free end-users to do disciplinary work

Funding (2001-pres): NSF ITR, NSF CRI, NSF 
MRI, NYS, Fed
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CI Lab Collaborations
High-Performance Networking Infrastructure
Grid3+ Collaboration
iVDGL Member

Only External Member
Open Science Grid

GRASE VO
NYSGrid.org

NYS CI Initiative
Fndg Executive Director
Various WGs

Grid-Lite: Campus Grid
HP Labs Collaboration

Innovative Laboratory Prototype
Dell Collaboration
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Evolution of CI Lab Projects
ACDC-Grid

Experimental Grid: Globus & Condor
Integrate Data & Compute, Monitor, Portal, Node Swapping, 
Predictive Scheduling/Resource Management
GRASE VO: Structural Biology, Groundwater Modeling, 
Earthquake Eng, Comp Chemistry, GIS/BioHazards
Buffalo, Buffalo State, Canisius, Hauptman-Woodward

WNY Grid
Heterogeneous System: Hardware, Networking, Utilization
Buffalo, Geneseo, Hauptman-Woodward, Niagara

NYS Grid
Extension to Hardened Production-Level System State-Wide
Albany, Binghamton, Buffalo, Geneseo, Canisius, Columbia, HWI, 
Niagara, [Cornell, NYU, RIT, Rochester, Syracuse, Marist], {Stony 
Brook, RPI, Iona}
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NYS Grid Resources
Albany: 8 Dual-Processor Xeon Nodes
Binghamton: 15 Dual-Processor Xeon Nodes
Buffalo: 1050 Dual-Processor Xeon Nodes
Cornell: 30 Dual-Processor Xeon Nodes
Geneseo State: Sun/AMD with 128 Compute Cores
Hauptman-Woodward Institute: 50 Dual-Core G5 Nodes
Marist: 9 P4 Nodes
Niagara University: 64 Dual-Processor Xeon Nodes
NYU: 58 Dual-Processor PowerPC Nodes
RIT: 4 Dual-Processor Xeon Nodes
Syracuse: 8 Dual-Processor Xeon Nodes
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CI Lab Projects 
Lightweight Grid Monitor (Dashboard)
Predictive Scheduler

Define quality of service estimates of job completion, by 
better estimating job runtimes by profiling users.

Dynamic Resource Allocation
Develop automated procedures for dynamic computational 
resource allocation.

High-Performance Grid-Enabled Data Repositories
Develop automated procedures for dynamic data 
repository creation and deletion.

Integrated Data Grid
Automated Data File Migration based on profiling users.

Grid Portal



CI Lab Grid Monitor: http://osg.ccr.buffalo.edu/



CI Lab Operations Dashboard
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Predictive Scheduler 

Build profiles based on statistical analysis of logs 
of past jobs 

Per User/Group 
Per Resource

Use these profiles to predict runtimes of new jobs
Make use of these predictions to determine 

Resources to be utilized
Availability of Backfill
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Small number (40) of CPUs were dedicated 
at night
An additional 400 CPUs were dynamically 
allocated during the day
No human intervention was required
Grid applications were able to utilize the 
resources and surpassed the Grid3 goals

ACDC-Grid Dynamic Resource 
Allocation at SC03 with Grid3
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ACDC-Grid Data Grid 
Functionality

Basic file management functions are accessible via a 
platform-independent web interface.
User-friendly menus/interface.
File Upload/Download to/from the Data Grid Portal.
Simple Web-based file editor.
Efficient search utility.
Logical display of files (user/ group/ public).
Ability to logically display files based on metadata 
(file name, size, modification date, etc.)
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Structural Biology
SnB and BnP for Molecular Structure Determination/Phasing

Groundwater Modeling
Ostrich: Optimization and Parameter Estimation Tool
POMGL: Princeton Ocean Model Great Lakes for Hydrodynamic 
Circulation
Split: Modeling Groundwater Flow with Analytic Element Method

Earthquake Engineering
EADR: Evolutionary Aseismic Design and Retrofit; Passive Energy 
Dissipation System for Designing Earthquake Resilient Structures

Computational Chemistry
Q-Chem: Quantum Chemistry Package

Geographic Information Systems & BioHazards
Titan: Computational Modeling of Hazardous Geophysical Mass 
Flows

Grid-Enabling Application 
Templates (GATs)
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Grid Enabled SnB

Required Layered Grid Services
Grid-enabled Application Layer

Shake – and – Bake application
Apache web server
MySQL database

High-level Service Layer
Globus, NWS, PHP, Fortran, and C

Core Service Layer
Metacomputing Directory Service, Globus Security Interface, 

GRAM, GASS
Local Service Layer

Condor, MPI, PBS, Maui, WINNT, IRIX, Solaris, RedHat Linux
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Required Grid Services

Applications

Core Services

Metacomputing 
Directory 
Service

GRAM
Globus 

Security 
Interface

Heartbeat 
Monitor

Nexus

Gloperf

Local 
Services

LSF

Condor MPI

NQEEasy

TCP

SolarisIrixAIX

UDP

High-level Services and Tools

DUROC globusrunMPI Nimrod/GMPI-IO CC++

GlobusView Testbed Status

GASS

Application Layer
Shake-and-Bake
Apache web server
MySQL database

High-level Services
Globus, PHP, Fortran, C

Core Services
Metacomputing Directory 
Service, Globus Security 
Interface, GRAM, GASS

Local Services
Condor, MPI, PBS, Maui, 
WINNT, IRIX, Solaris, 
RedHat Linux

Grid Implementation as a Layered Set of Services
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NYS Grid Portal



Startup Screen for CI Lab Grid Job Submission



Instructions and Description for Running a Job on ACDC-Grid



Software Package Selection

Full Structure / Substructure Template Selection



Default Parameters Based on Template



SnB Review (Grid job ID: 447)



Graphical Representation of Intermediate Job Status

Histogram of Completed Trial Structures



Status of Jobs



User starts up – default image of structure.

Heterogeneous Back-End Interactive Collaboratory



Molecule scaled, rotated, and labeled.
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Binghamton University
Grid Computing Research Laboratory
Drs. Kenneth Chiu, Madhu Govindaraju, and 
Michael Lewis.
Techniques for Web and grid service 
performance optimization 
Component frameworks for grids 
Instruments and sensors for grid environments 
Adaptive information dissemination protocols 
across grid overlays 
Emulation framework for grid computation on 
multi-core processors
Secure grid data transfer
www.grid.cs.binghamton.edu/
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NYSGrid.org

Grass-Roots Cyberinfrastructure Initiative in 
NYS.
Open to academic and research institutions.
Mission Stmt: To create and advance collaborative 
technological infrastructure that supports and 
enhances the research and educational missions of 
institutions in NYS.
Enable Research, Scholarship, and Economic 
Development in NYS.
Currently, no significant utilization.
www.nysgrid.org
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