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Precision, Accuracy, and a “Murphy’s Law”

Accuracy means how close your projection is to the truth.

Precision means how narrow is your range of uncertainty.

Terms often lumped together but are completely separate. Pictures.

You want to improve both. For a poll, increasing N improves
precision, but subject to this “law of diminishing returns”:

Precision improves only in proportion to
√
N ,

whereas inaccuracy from skew scales as N .

Thus using 100× more people brought only 10× more precision, but
would keep percentage error—which is skew

N —at the same rate. Your
10× narrower confidence intervals would give you misplaced confidence
in a wrong result. (Your HW will emphasize detecting possible
sources of bias/inaccuracy and how to manage them.)

https://sciencenotes.org/what-is-the-difference-between-accuracy-and-precision/
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Interpretation and Poll Aggregation

If you get a result of 52%, similar math presuming p = 0.52 gives a
“95%” confidence interval of about 49% to 55%.

Since the interval nips under 50%, a “normal polling error” could
mean you are really behind.

Or you could be in 55% “landslide” territory.

If you had 4x as many polls, you’d cut your error margins in half...

Poll Aggregation does this. RealClearPolitics was first in 2002,
but it was Nate Silver’s high accuracy in 2008 when he helmed
FiveThirtyEight that made this seem like magic.

But note this Oct. 6 NYT Upshot article by Nate Cohn on skew.

Silver was non-renewed after ABC bought 538 and has his own site.

I “poll’ chess tournaments where proposition A = player
underperforms eir Elo rating, B = the player overperforms it.

Can both detect and rule out large-scale cheating.

Aggregating tournaments checks my formulas for accuracy and bias.

https://en.wikipedia.org/wiki/RealClearPolitics
https://en.wikipedia.org/wiki/FiveThirtyEight
https://cse.buffalo.edu/~regan/cse199/deepweb/NateCohnOct6article.html
https://nymag.com/intelligencer/2023/05/fivethirtyeight-hires-g-elliott-morris-loses-nate-silver.html
https://abcnews.go.com/538
https://www.natesilver.net/p/nate-silver-2024-president-election-polls-model
https://cse.buffalo.edu/~regan/cse199/deepweb/FIDE45OlympiadOpenSep2024.xlsx
https://cse.buffalo.edu/~regan/chess/fidelity/data/TitledTuesdays/
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Optimization and Simulation and General Metrics

Computing ratings and rankings and odds tries to optimize for
future accuracy.

Often hard to solve analytically, but can be done by simulating
the model.

Silver and 538 do this. Simulated. Not simulated.

My chess metrics derive from a Gaussian model and simulations
conform to it.

Simulations are especially useful for systems that don’t have
express models.

Search Engine Optimization (SEO) is a big area.

Can both simulate and solve the random walk on the Net
Graph.

Last, let’s talk briefly about Sentiment Analysis.

https://projects.fivethirtyeight.com/2024-election-forecast/?cid=rrpromo
https://cse.buffalo.edu/~regan/cse199/deepweb/UpshotPolls.png
https://en.wikipedia.org/wiki/Search_engine_optimization
https://www.geeksforgeeks.org/what-is-sentiment-analysis/


Data and Society Parts IV+V Mix

Sentiment Analysis

Hugely successful in consumer product research, see this and this.

E.g. paper, “Vehicle defect discovery from social media.”

Often simply tells whether a page exudes happiness/contentment or
sadness/anger.

Can we use it to predict elections? Brexit 2016, Canada 2015, USA
2016 (paper), USA 2016 (BrandsEye).

(show Python 3 Trinkets web app and activity code.)

Simplistic idea: if the electorate is (un-)happy that’s (bad) good
news for the incumbent.

“Joy” is an express term of the Harris-Walz campaign. Does it
show?

https://towardsdatascience.com/sentiment-analysis-concept-analysis-and-applications-6c94d6f58c17
https://pdfs.semanticscholar.org/b32c/462e6a5821c62c852bb42a8730eff880f8cd.pdf
https://www.sciencedirect.com/science/article/pii/S0167923612001017
https://www.weforum.org/agenda/2017/02/twitter-opinion-polls-election-prediction/
http://www.socialmediatoday.com/technology-data/adhutchinson/2015-10-17/can-twitter-data-be-used-predict-elections
http://ieeexplore.ieee.org/document/7823280/
http://ieeexplore.ieee.org/document/7823280/
http://www.bbc.com/news/election-us-2016-37942842
https://trinket.io/features/python3
https://kamalaharris.com/meet-kamala-harris/
https://kamalaharris.com/meet-governor-tim-walz/
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Part VI: AI (part)

Alan Turing: Besides his WWII work on the Enigma machine
(featured in the movie The Imitation Game) and Turing Machine
theory of computation in his 1936-38 PhD thesis under Alonzo Church,
he is considered the founder of Artificial Intelligence.

The Church-Turing Thesis is primarily stated in terms of the class of
computable functions, but here is Turing’s angle:

Anything that human beings can consistently deduce
or classify can also be achieved by computers acting
alone.

The Turing Test involves computers trying to be indistinguishable
from humans in ordinary life communications and transactions.
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Turing All the Possibilities

TP: If it is easy for humans then it will soon be easy for computers.

Defied by a CAPTCHA: “Completely Automated Public Turing test to
tell Computers and Humans Apart”

Vision tasks hard for computers but easy for us. Fortmeyer Tweet
Too breakable? RECAPTCHA uses a different principle.

Also defies the logical contrapositive of Turing’s Principle:

If it is really hard for computers then it should be hard for humans.

What we fear when worrying that AI will take away our jobs is:

Stuff that is hard for humans but easy for computers.

The logical converse of Turing’s Principle acts as a brake, however:

If X is hard for humans—insofar as we can’t consistently agree on
answers—then X is hard for computers too.

https://en.wikipedia.org/wiki/CAPTCHA
https://www.researchgate.net/figure/Examples-of-a-five-digit-text-based-CAPTCHA-image_fig2_342197884
https://9gag.com/gag/abvKRGO
https://www.washingtonpost.com/technology/2023/07/25/captchas-hate-privacy-pass/
https://www.google.com/recaptcha/api2/demo
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Some Hard Data Challenges (based on the converse
principle)

Inferring people’s opinions and beliefs based on text alone. Stance
Classification

How to do it when grammar and intent may differ?
Example: “[that—] you didn’t build that” video. Article by me.

Reliable automatic translation.

Google Translate data-mines known translations for corresponding
phrases.

Election status (might not be well-defined).

Identifying faces conclusively.

Apple iPhone X has bet on it.
Scotland Yard employs special humans to examine photos.
Super-Recognizers.com

Scene analysis in greater generality.

General anomaly alert systems.

https://www.c-span.org/video/?c3598206/president-obama-campaign-rally-roanoke-july-13-2012
https://rjlipton.wpcomstaging.com/2022/03/26/waiting-for-self-deriving-cars/
https://www.newyorker.com/magazine/2016/08/22/londons-super-recognizer-police-force
http://superrecognisers.com/
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(Chat)GPT, DALL-E, LaMDA, Etc.

If you state a topic in brief prose, GPT-x composes an essay on it.

Or even a whole newspaper article.

DALL-E (play on Salvador Dali and the WALL-E movie robot)
will create a graphic image in a specified style.

Examples verging on my professional areas.

LaMDA = Language Model for Dialogue Applications. Claimed
by one engineer to evoke human-level sentience in conversations.

A big step up from 1960s “ELIZA.” New (11/28/22): ChatGPT.

Main paradigm of their operation is “find the next word” or “best
next visual element.”

But subject to hallucinations and other foibles—some shown by
me here and here and here.

https://www.theguardian.com/commentisfree/2020/sep/08/robot-wrote-this-article-gpt-3
https://twitter.com/shashj/status/1535406662336622602?lang=ar-x-fm
https://en.wikipedia.org/wiki/LaMDA
https://openai.com/blog/chatgpt
https://rjlipton.wpcomstaging.com/2023/04/12/acm-prize-to-yael-kalai/
https://rjlipton.wpcomstaging.com/2023/04/01/the-chatgpt-conundrum/
https://rjlipton.wpcomstaging.com/2023/03/17/cead-mile-gpt/
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AI Art Adventure

“Jesus flipping over the tables in the Temple.” From the movie Jesus
Christ Superstar—then try it on Cutout or NightCafe or Simplified:

https://www.cutout.pro/ai-art-generation
https://creator.nightcafe.studio/
https://app.simplified.com/free-tools/text-to-image/
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Two Results—one famous, one mine
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ChatGPT Is Made of Us (“Pogo” Quote)

We are the training data for ChatGPT and other Large Language
Models (LLMs).

(Up to date only thru 2021, however.)

Example: Writing a Limerick (in Latvian!). [show]

Does ChatGPT know the inner experience of writing poetry (in
Latvian), or is it only shuffling symbols that imitate how poetry (in
Latvian) has been written in the past?

This updates and focuses the “Chinese Room” Argument.

Given that ChatGPT has already processed the data and rules to
write grammatical and cogent Latvian, a minimal threshold on the
way to sentience, IMHO, is that a non-Latvian speaker like myself,
giving examples of high-quality limericks in English and with no
further Latvian data of any kind, should be able to get it to write
superb limericks in Latvian.

(But possibly I already pushed it to the limits of its current data.)

https://library.osu.edu/site/40stories/2020/01/05/we-have-met-the-enemy/
https://en.wikipedia.org/wiki/Chinese_room
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Part V: Societal Computing and Fairness
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The Replication Crisis
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Study Size Matters



Data and Society Parts IV+V Mix

Other Study Design Flaws To Beware
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Selection Bias From Conditioning
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Non-Chess Example (adapted from here

https://matheusfacure.github.io/python-causality-handbook/04-Graphical-Causal-Models.html
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Harry Potter Meme (also from here

https://matheusfacure.github.io/python-causality-handbook/04-Graphical-Causal-Models.html
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Example of Bias From Proxy Variable (K. Joseph)
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Some Notorious Inferences and Model Decisions

Targeting ads at a pregnant teen: article.

Amazon often recommends to me the book Quantum Algorithms
Via Linear Algebra. Problem is—I co-wrote it. Nice to hear. . .

Bond and CDO (Collateralized Debt Obligation) ratings before the
2008 crash.

Book Weapons of Math Destruction, by Cathy O’Neill. Thesis:
Mathematical models fossilize biases in data from remote history
and skewed prior sources.

Book Everybody Lies: Big Data, New Data, and What the Internet
Can Tell Us About Who We Really Are, by Seth
Stephens-Davidowitz. Thesis: Formal survey responses are
inconsistent with opinions from the same populations mined on
social media.

Insofar as we are the training data for the Internet, the latter has
baked in tangible amounts of racism and sexism.

https://www.forbes.com/sites/kashmirhill/2012/02/16/how-target-figured-out-a-teen-girl-was-pregnant-before-her-father-did/#63c987b16668
https://www.goodreads.com/book/show/28186015-weapons-of-math-destruction
https://www.economist.com/news/books-and-arts/21722612-data-mining-becoming-more-and-more-precise-how-find-out-what-people-really-think
https://www.economist.com/news/books-and-arts/21722612-data-mining-becoming-more-and-more-precise-how-find-out-what-people-really-think
https://lifehacker.com/what-makes-an-artificial-intelligence-racist-and-sexist-1796990621

