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When you think of matrices and vectors, the first idea that pops into mind is the ordinary matrix productWhen you think of matrices and vectors, the first idea that pops into mind is the ordinary matrix product  
 of an  of an  and an  and an  matrix.  But this is "lossy," whereas concatenation must be lossless matrix.  But this is "lossy," whereas concatenation must be lossless  ABAB ℓ ℓ ××  m m m m ××  n n

(except possibly for memory of the place where the strings got concatenated).  Instead, Nature uses(except possibly for memory of the place where the strings got concatenated).  Instead, Nature uses  
tensor producttensor product, which applies also to vectors and doesn't need the "shapes" of the operands to agree., which applies also to vectors and doesn't need the "shapes" of the operands to agree.
  
  

  
If If  is  is  and  and  is  is  then  then  is  is , so the dimensions can be anything.  In, so the dimensions can be anything.  In  AA ℓ ℓ ××  m m BB n n ××  r r A A ⊗⊗  B B ℓn ℓn ××  mr mr

particular, particular,  and  and  can both be column vectors with  can both be column vectors with , whereupon , whereupon  is a column is a column  AA BB m m ==  r  r ==  1 1 A A ⊗⊗  B B

vector of length vector of length ..    ℓnℓn
  
  

  

  



  
The entries of The entries of  are indexed by binary strings  are indexed by binary strings  of length  of length .  Take the Boolean inner product mod.  Take the Boolean inner product mod  HH⊗n⊗n xx,, yy nn

2 of 2 of  and  and .  If it is .  If it is , then , then , but if it is , but if it is , then , then ..xx yy 00 HH xx,, yy   ==  1 1⊗n⊗n[[ ]] 11 HH xx,, yy   ==   -- 11⊗n⊗n[[ ]]

  
E.g. E.g.  for any  for any , so the row for , so the row for  is all  is all s.  But s.  But , so the entry, so the entry  ⟨⟨0000,, yy⟩⟩  ==  0 0 yy 0000 11 ⟨⟨0101,, 0101⟩⟩  ==  1 1

.  And .  And , so , so  back again. back again.HH 0101,, 0101   ==   -- 11⊗2⊗2[[ ]] ⟨⟨1111,, 1111⟩⟩  ==  2  2 ==  0  0 mod 2mod 2(( )) HH 1111,, 1111   ==   ++ 11⊗2⊗2[[ ]]

  
  
This rule defines This rule defines  for any  for any  as an  as an  matrix.  On paper that is exponential size, but in a matrix.  On paper that is exponential size, but in a  HH⊗n⊗n nn N N ××  N N

quantum circuit diagramquantum circuit diagram on  on  qubits, it is  qubits, it is  gates.  Is it linear effort for Nature to compute? gates.  Is it linear effort for Nature to compute?    nn OO nn(( ))

Because the computation is unitary, hence Because the computation is unitary, hence reversiblereversible and ideally accompanied by zero entropy, it and ideally accompanied by zero entropy, it  
might be zero effort.  Or, because it represents splitting beams of particles, possibly serially, it might bemight be zero effort.  Or, because it represents splitting beams of particles, possibly serially, it might be  
exponential effort after all.exponential effort after all.
  
  

  

  



  
  
At the end I showed the applet for quantum circuits by Davy Wybiral:At the end I showed the applet for quantum circuits by Davy Wybiral:
  

There is also IBM's recently-upgraded qwidget:There is also IBM's recently-upgraded qwidget:

  

  


