
Arti�cial Intelligence1For articles on related subjects see Artificial Life; Automated Plan-ning; Cognitive Science; Computer Chess; Computer Games; Com-puter Music; Computer Vision; Expert Systems; Genetic Algorithms;Heuristic; Knowledge Representation; Language Translation; Multi-Agent Systems; Natural Language Processing; Neural Networks;Pattern Recognition; Robotics; Searching; Simon, Herbert A.; SpeechRecognition and Synthesis; Theorem Proving and Turing, Alan M.IntroductionArti�cial Intelligence2 (AI) is a �eld of computer science and engineering con-cerned with the computational understanding of what is commonly called intel-ligent behavior, and with the creation of artifacts that exhibit such behavior.This de�nition may be examined more closely by considering the �eld fromthree points of view: computational psychology, computational philosophy, andmachine intelligence.Computational PsychologyThe goal of computational psychology is to understand human intelligent be-havior by creating computer programs that behave in the same way people do.For this goal it is important that the algorithm expressed by the program bethe same algorithm that people actually use, and that the data structures usedby the program be the same data structures used by the human mind. Theprogram should do quickly what people do quickly, should do more slowly whatpeople have di�culty doing, and should even tend to make mistakes where peo-ple tend to make mistakes. If the program were put into the same experimentalsituations that humans are subjected to, the program's results should be withinthe range of human variability.Computational PhilosophyThe goal of computational philosophy is to form a computational understandingof human-level intelligent behavior, without being restricted to the algorithmsand data structures that the human mind actually does (or conceivably might)use. By \computational understanding" is meant a model that is expressed asa procedure that is at least implementable (if not actually implemented) on acomputer. By \human-level intelligent behavior" is meant behavior that, when1This is a preliminary version of Stuart C. Shapiro, \Arti�cial Intelligence." In A. Ralston,E. D. Reilly and D. Hemmendinger, Eds. Encyclopedia of Computer Science, Fourth Edition,Van Nostrand Reinhold, New York, forthcoming.2This article is a revised version of Shapiro, S. C. \Arti�cial Intelligence," in S. C. Shapiro,Ed. Encyclopedia of Arti�cial Intelligence, Second Edition. New York: John Wiley & Sons,1991. 1



engaged in by people, is commonly taken as being part of human intelligentcognitive behavior. It is acceptable, though not required, if the implementedmodel perform some tasks better than any person would. Bearing in mindChurch's Thesis (see Church, Alonzo), this goal might be reworded as askingthe question, \Is intelligence a computable function?"In the AI areas of computer vision (q.v.) and robotics (q.v.), computa-tional philosophy is sometimes replaced by computational natural philosophy(science). For example, some computer vision researchers are interested in thecomputational optics question of how the information contained in light wavesreected from an object can be used to reconstruct the object. Notice that thisis a di�erent question from the computational psychology question of how thehuman visual system uses light waves falling on the retina to identify objects inthe world, or even the computational philosophy question of how any intelligententity could use light waves falling on a two-dimensional retinal grid to dis-criminate one three-dimensional object-in-the-world from a set of other possibleobjects.Machine IntelligenceThe goal of machine intelligence (called, in earlier versions of this article, \ad-vanced computer science") is to push outwards the frontier of what we know howto program on computers, especially in the direction of tasks that, although wedon't know how to program them, people can perform. This goal led to one ofthe oldest de�nitions of AI: the attempt to program computers to do what, untilrecently, only people could do. Although this expresses the idea of pushing outthe frontier, it is also perpetually self-defeating in that, as soon as a task is con-quered, it no longer falls within the domain of AI. Thus, AI is left with only itsfailures; its successes become other areas of computer science. The most famousexample is the area of symbolic calculus. (see Computer Algebra). WhenJames Slagle wrote the SAINT program, it was the �rst program in history thatcould solve symbolic integration problems at the level of freshman calculus stu-dents, and was considered an AI project. Now that there are multiple systemson the market that can do much more than what SAINT did, many people donot consider these systems to be the results of AI research. The goal of machineintelligence di�ers from computational psychology and computational philoso-phy in being task-oriented rather than oriented toward the understanding ofgeneral intelligent behavior. A machine intelligence approach to a task is to useany technique that helps accomplish the task, even if the technique is not usedby humans and would probably not be used by generally intelligent entities.Subsymbolic AIComputational psychology, computational philosophy, and machine intelligenceare subareas of AI divided by their goals. AI researchers wander among two orall three of these areas throughout their career, and may even have a mixtureof these goals at the same time. Cutting across these goals, however, is a2



recent division of approach into \symbolic" AI and \subsymbolic" AI. The keyassumption of symbolic AI is that knowledge is represented by structures ofsemantically meaningful symbols. Each symbol representing some entity, be itabstract or concrete, that the intelligent system or agent is discussing, observing,reasoning about, or operating on. On the contrary, the key assumption ofsubsymbolic AI is that intelligent behavior can be attained without semanticallymeaningful symbols. Much of subsymbolic AI is included in the �eld of \softcomputing":\In contrast to the traditional, hard computing, soft computingis tolerant of imprecision, uncertainty and partial truth. The basicpremises of soft computing are:� imprecision and uncertainty are pervasive� precision and certainty carry a costThe guiding principle of soft computing is:� exploit the tolerance for imprecision, uncertainty and partialtruth to achieve tractability, robustness and low solution cost.Soft computing is not a single methodology; rather, it is a con-sortium or a partnership of methodologies. At this juncture, theprincipal constituents of soft computing (SC) are: fuzzy logic (FL),neurocomputing (NC) [see Neural Networks], and genetic algo-rithms (GA) [q.v.]. The principal contribution of FL is a methodol-ogy for approximate reasoning and, in particular, for computing withwords; that of NC is curve �tting, learning and system identi�cation;and that of GA is systematized random search and optimization."[Zadeh, 1995]Heuristic ProgrammingAnother way of distinguishing AI as a �eld is by noting the AI researcher'sinterest in heuristics (q.v.) rather than in algorithms (q.v.). Here I am taking awide interpretation of a heuristic as any problem solving procedure that fails tobe an algorithm, or that has not been shown to be an algorithm, for any reason.An interesting view of the tasks that AI researchers consider to be their ownmay be gained by considering those ways in which a procedure (q.v.) may failto qualify as an algorithm.By common de�nition, an algorithm for a general problem P is an unambigu-ous procedure that, for every particular instance of P, terminates and producesthe correct answer. The most common reasons that a heuristic H fails to bean algorithm are that it doesn't terminate for some instances of P, it has notbeen proved correct for all instances of P because of some problem with H, or ithas not been proved correct for all instances of P because P is not well-de�ned.Common examples of heuristic AI programs that don't terminate for all in-stances of the problem they have been designed for include searching (q.v.) andtheorem proving (q.v.) programs. Any search procedure will run forever if given3



an in�nite search space that contains no solution state. G�odel's IncompletenessTheorem states that there are formal theories that contain true but unprov-able propositions. In actual practice, AI programs for these problems stop aftersome prespeci�ed time, space, or work bound has been reached. They can thenreport only that they were unable to �nd a solution even though|in any givencase|a little more work might have produced an answer. An example of an AIheuristic that has not been proved correct is any static evaluation function usedin a program for playing computer chess (q.v.). The static evaluation functionreturns an estimate of the value of some state of the board. To be correct, itwould return +1 if the state were a sure win for the side to move, �1 if itwere a sure win for the opponent, and 0 if it were a forced draw. Moreover, forany state it is theoretically possible to �nd the correct answer algorithmicallyby doing a full minimax search of the game tree rooted in the state being ex-amined. Such a full search is infeasable for most states, however, because of thesize of the game tree. Nonetheless, static evaluation functions are still useful,even withoug being proved correct.An example of a heuristic AI program that has not been proved correctbecause the problem for which it has been designed is not well-de�ned is anynatural language understanding program or natural language interface. Sinceno one has any well-de�ned criteria for whether a person understands a givenlanguage, there cannot be any well-de�ned criteria for programs either.Early HistoryAlthough the dream of creating intelligent artifacts has existed for many cen-turies, the �eld of arti�cial intelligence is considered to have had its birth at aconference held at Dartmouth College in the summer of 1956. The conferencewas organized by Marvin Minsky and John McCarthy, and McCarthy coinedthe name \Arti�cial Intelligence" for the proposal to obtain funding for the con-ference. Among the attendees were Herbert Simon (q.v.) and Allen Newell whohad already implemented the Logic Theorist program at the Rand Corpora-tion. These four people are considered the fathers of AI. Minsky and McCarthyfounded the AI Laboratory at M.I.T.; Simon and Newell founded the AI lab-oratory at Carnegie-Mellon University. McCarthy later moved from M.I.T. toStanford University, where he founded the AI laboratory there. These threeuniversities, along with Edinburgh University, whose Department of MachineIntelligence was founded by Donald Michie, have remained the premier researchuniversities in the �eld. The name Arti�cial Intelligence remained controversialfor some years, even among people doing research in the area, but it eventuallywas accepted.The �rst AI text was Computers and Thought, edited by Edward Feigenbaumand Julian Feldman, and published by McGraw-Hill in 1963. This is a collectionof 21 papers, some of them short versions of Ph.D. dissertations, by early AIresearchers. Most of the papers in this collection are still considered classics ofAI, but of particular note is a reprint of Alan M. Turing's 1950 paper in which4



the Turing Test was introduced. (see Turing, Alan.)Regular AI conferences began in the mid to late 1960s. The Machine In-telligence Workshops series began in 1965 in Edinburgh. A conference at CaseWestern University in Spring, 1968 drew many of the U.S. AI researchers of thetime, and the �rst biennial International Joint Conference on Arti�cial Intelli-gence was held in Washington, D. C. in May, 1969. Arti�cial Intelligence, stillthe premier journal of AI research, began publication in 1970.For a more complete history of AI, see McCorduck 1979.Neighboring DisciplinesArti�cial Intelligence is generally considered to be a sub�eld of computer science,though there are some computer scientists who have only recently and grudg-ingly accepted this view. There are several disciplines outside computer science,however, that strongly impact AI and that, in turn, AI strongly impacts.Cognitive psychology is the sub�eld of psychology that uses experimentalmethods to study human cognitive behavior. The goal of AI called compu-tational psychology earlier is obviously closely related to cognitive psychology,di�ering mainly in the use of computational models rather than experments onhuman subjects. However, most AI researchers pay some attention to the re-sults of cognitive psychology, and cognitive psychologists tend to pay attentionto AI as suggesting possible cognitive procedures that they might look for inhumans.Cognitive science (q.v.) is an interdisciplinary �eld that studies human cogni-tive behavior under the hypothesis that cognition is (or can usefully be modeledas) computation. Although the overlap between AI and cognitive science islarge, there are researchers in each �eld that would not consider themselves tobe in the other. AI researchers whose primary goal is what was called machineintelligence earlier in this article generally do not consider themselves to be do-ing cognitive science, and cognitive science contains not only AI researchers, butalso cognitive psychologists, linguists, philosophers, anthropologists, and others,all using the methodology of their own discipline on a common problem|thatof understanding human cognitive behavior.Computational linguists use computers, or at least the computational paradigm,to study and/or to process human languages. Like cognitive science, compu-tational linguistics overlaps, but is not coextensive with, AI. It includes thoseareas of AI called natural language understanding, natural language generation,speech recognition and synthesis (q.v.), and machine translation (see LanguageTranslation), but also non-AI areas such as the use of statistical methods to�nd index keywords useful for retrieving a document.
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AI-Complete TasksThere are many subtopics in the �eld of AI|subtopics that vary from theconsideration of a very particular, technical problem, to broad areas of research.Several of these broad areas can be considered AI-complete, in the sense thatsolving the problem of the area is equivalent to solving the entire AI problem|producing a generally intelligent computer program. Researchers in one of theseareas may see themselves as attacking the entire AI problem from a particulardirection. The following sections discuss some of the AI-complete areas.Natural LanguageThe AI subarea of Natural Language is essentially the overlap of AI and com-putational linguistics (see above). The goal is to form a computational under-standing of how people learn and use their native languages, and to produce acomputer program that can use a human language at the same level of compe-tence as a native human speaker. Virtually all human knowledge has been (orcould be) encoded in human languages. Moreover, research in natural languageunderstanding has shown that encyclopedic knowledge is required to understandnatural language. Therefore, a complete natural language system will also be acomplete intelligent system.Problem Solving and SearchProblem solving is the area of AI that is concerned with �nding or constructingthe solution to a problem. That sounds like a very general area, and it is. Thedistinctive characteristic of the area is probably its approach of seeing tasks asproblems to be solved, and of seeing problems as spaces of potential solutionsthat must be searched to �nd the true one or the best one. Thus, the AI area ofsearch is very much connected to problem solving. Since any area investigatedby AI researchers may be seen as consisting of problems to be solved, all of AImay be seen as involving problem solving and search.Knowledge Representation and ReasoningKnowledge representation (q.v.) is the area of AI concerned with the formalsymbolic languages used to represent the knowledge (data) used by intelligentsystems, and the data structures (q.v.) used to implement those formal lan-guages. However, one cannot study static representation formalisms and knowanything about how useful they are. Instead, one must study how they arehelpful for their intended use. In most cases, this use is to use explicitly storedknowledge to produce additional explicit knowledge. This is what reasoning is.Together, knowledge representation and reasoning can be seen to be both neces-sary and su�cient for producing general intelligence|it is another AI-completearea. Although they are bound up with each other, knowledge representationand reasoning can be teased apart, according to whether the particular study6



is more about the representation language/data structure, or about the activeprocess of drawing conclusions.LearningLearning is often cited as the criterial characteristic of intelligence, and it hasalways seemed like the easy way to produce intelligent systems: Why build anintelligent system when we could just build a learning system and send it toschool? Learning includes all styles of learning, from rote learning to the designand analysis of experiments, and all subject areas. If the ultimate learningmachine is ever created, it will acquire general intelligence, which is why learningis AI-complete.VisionVision, or image understanding, has to do with interpreting visual images thatfall on the human retina or the camera lens. (see Computer Vision). Theactual scene being viewed could be 2-dimensional, such as a printed page oftext, or 3-dimensional, such as the world about us. If we take \interpreting"broadly enough, it is clear that general intelligence may be needed to do theinterpretation, and that correct interpretation implies general intelligence, sothis is another AI-complete area.RoboticsThe area of robotics (q.v.) is concerned with artifacts that can move about inthe actual physical world and/or that can manipulate other objects in the world.Intelligent robots must be able to accommodate to new circumstances, and todo this, they need to be able to solve problems and to learn. Thus intelligentrobotics is also an AI-complete area.Integrated SystemsThe most direct work on the problem of generally intelligent system is to usea robot that has vision and/or other senses, plans and solves problems, andcommunicates via natural language. Periodically throughout the history of AI,research groups have assembled such integrated robots as tests of the currentstate of AI.Autonomous Agents\Autonomous agents are computer systems that are capable of independent ac-tion in dynamic, unpredictable environments."3 Autonomous agents are likeintegrated robots, except that they needn't have physical bodies nor need they3Call for Papers, AGENTS '98, the Second International Conference on AutonomousAgents. 7



operate in the real, physical world. Instead, they may be completely softwareagents, sometimes called \softbots," and may operate in the world of the In-ternet, crawling around from �le to �le, collecting information for their humanclients. To the extent that a softbot needs to be able to understand the �les itcomes across, it needs to be able to understand natural language, and to theextent that it needs to solve navigational problems to �nd the information itwas asked for, it may need general purpose reasoning.ApplicationsThroughout the existence of the �eld, AI research has produced spino�s intoother areas of computer science. Lately, however, programming techniques de-veloped by AI researchers have found application to many programming prob-lems. This has largely come about through the subarea of AI known as expertsystems (q.v.). Whether or not any particular program should be consideredintelligent or an expert according to the common use of those words is largelyirrelevant to the workers in and the observers of the expert systems area. Fromtheir point of view they have tools and a methodology that are more useful forsolving their problems than traditional programming tools and methodologies.From the point of view of AI as a whole, probably the best thing about this de-velopment is that after many years of being criticized as following an impossibledream by inappropriate and inadequate means, AI has been recognized by thegeneral public as having applications to everyday problems.References1950. Turing, A.M. \Computing Machinery and Intelligence." Mind, 59 (Oc-tober), 433{460.1956. Newell, A. and Simon, H. A. \The Logic Theory Machine." IRE Trans-actions on Information Theory, IT-2, 61{79.1963. Feigenbaum, E. A. and Feldman, J., Eds. Computers and Thought. NewYork: McGraw-Hill.1963. Slagle, J. \A Heuristic Program that Solves Symbolic Integration Prob-lems in Freshman Calculus." Journal of the Association for ComputingMachinery, 10, 507{5201979. McCorduck, P. Machines Who Think. San Francisco: W. H. Freemanand Company.1981. Barr, A. and Feigenbaum, E. A., Eds. The Handbook of Arti�cial Intel-ligence, Vol. I. Los Altos, CA: William Kaufmann, Inc.1982. Barr, A. and Feigenbaum, E. A., Eds. The Handbook of Arti�cial Intel-ligence, Vol. II. Los Altos, CA: William Kaufmann, Inc.8



1982. Cohen, P. R. and Feigenbaum, E. A., Eds. The Handbook of Arti�cialIntelligence, Vol. III. Los Altos, CA: William Kaufmann, Inc.1989. Barr, A., Cohen, P. R. and Feigenbaum, E. A., Eds. The Handbook ofArti�cial Intelligence, Vol. IV. Reading, MA: Addison Wesley.1990. Kurzweil, R. The Age of Intelligent Machines. Cambridge, MA: MITPress.1991. Shapiro, S. C., Ed. Encyclopedia of Arti�cial Intelligence, 2nd Edition.New York: John Wiley & Sons.1995. Zadeh, L. \Foreword for Inaugural Issue." Intelligent Automation andSoft Computing, http://www.laas.fr/autosoft/autosoft.html.1995. Russell, S. J. and Norvig, P. Arti�cial Intelligence: A Modern Approach.Englewood Cli�s, NJ: Prentice Hall.1996. Doyle, J., Dean, T., et al. \Strategic Directions in Arti�cial Intelligence."ACM Computing Surveys, 28 (December), 653{670.1997. Waltz, D. L. \Arti�cial Intelligence: Realizing the Ultimate Promise ofComputing." In Computing Research: A National Investment for Leader-ship in the 21st Century, Washington, DC: Computing Research Associa-tion, 27{31. Stuart C. Shapiro
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