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TQE due on Friday



Project groups created

Check your email for the composition of  your group

Group HW 1 due on Fri, Feb 14



If  you have a question on building systems…

Don’t ask me J



What this lecture is NOT about... (part 1)
I have NO opinion on when AGI will be achieved….

https://xkcd.com/1450/

I do think a lot of  it is over-hyped…



Having said that…
It is kind of  ridiculous that TC0 circuits are causing all this hype.

Something very interesting is going on here!



What this lecture is not about… (part 2)

Not a comprehensive coverage of  related work

It’s very much biased by the kinds of  things I have thought about

I’ll oversimplify things by a LOT



Overview of  the rest of  the lecture

Abstracting the Setup

Next Token Prediction

Primer on Matrices

Transformers (Attention and MLP)



1 slide summary: Generative Language Models

Generative Language Models: Generate the Next Token
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Slide by: Dan Fu



How did pre-generative AI systems work?

, cat

, dog

Training
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do
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cat



When a new image comes in

f

do
g

cat



Couple of  important points

Google images is learning something but not “our way” of  looking at cats vs dogs

, cat

, dog

Training
f

do
g

cat

There is NO 
problem/ 
algorithm 

divide!



Back to cats vs. dogs

Start with a 
Question Collect data Train model Evaluate 

model Deploy!

Classify image
as cat or dog

, cat

, dog

f

do
g

cat

No error,
so great!

f

do
g

cat



Used labeled data Model is deployed “as is”Application specific Q

Three things to focus on…

Start with a 
Question Collect data Train model Evaluate 

model Deploy!

Classify image
as cat or dog

, cat

, dog

f

do
g

cat

No error,
so great!

f

do
g

cat

Gets replaced by 2-
stage pipeline



Used labeled data Model is deployed “as is”Application specific Q

The two “stage” pipeline for generative AI

Start with a 
Question Collect data Train model Evaluate 

model Deploy!

Classify image
as cat or dog

, cat

, dog

f

do
g

cat

No error,
so great!

f

do
g

cat

Predict next
word

Unlabeled 
Internet data

“Foundation” 
model



Stage 1: Next token generation

Train model Evaluate 
model

Predict next
word

Unlabeled 
Internet data

Foundation 
model



Stage 2: Fine tuning

Train model Evaluate 
model

Predict next
word

Unlabeled 
Internet data

Foundation 
model

Start with a 
Question Collect data Train model Evaluate 

model Deploy!

Make sure ChatGPT does not give out instructions on how to create a bomb

Make GPT solve math problemsMake GPT solve 
math problems
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Input representation
Barak and Michelle Obama went to Harvard to visit their daughter

Barak
and
Michelle
Obama

went

to

Harvard
to

visit
their
daughter

N

d

Input “embedding”

From now our input will be

X ∈ ℝ (N,d)

N : Sequence length

d : Hidden/model dimension



Matrix notation

N

d

From now our input will be

X ∈ ℝ (N,d)

N : Sequence length

d : Hidden/model dimension

j
row i, column j entry

X[i,j]

i

row i denoted by

X[i,:]



What (functions) do we want?
f  : ℝ (N,d) → ℝ (N,d) 

f 
N

d

→



Our function for today: Associative Recall

N

d

⊥            if  X[N-1,:]  ≠	X[i,:] for all i < N-1

X[i+1,:]   if  X[N-1,:]=X[i,:] for some i< N-1

AR(X)  =    

⊥



fixed

fixed

Backing up: Training and Inference
f  : ℝ (N,d) → ℝ (N,d) 

Model (M)

Input X

Parameters 𝜽

Inference

Given X, compute M(X, 𝜽) ≈	f(X)

Training

Given (X1,Y1), … , (Xm,Ym)

Compute 𝜽	that min
 ∑!"#$ ∥ M(Xi, 𝜽)−Yi ∥ F



fixed

Training = Gradient Descent

f  : ℝ (N,d) → ℝ (N,d) 

Model (M)

Input X

Parameters 𝜽

Given (X1,Y1), … , (Xm,Ym)

Compute 𝜽	that min
 ∑!"#$ ∥ M(Xi, 𝜽)−Yi ∥ F

Gradient  ∇𝜽𝑀(𝑿, 𝜽)

All partial derivatives of  M wrt 𝜽
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Matrix-Matrix Multiplication

AN

d

B

M

d×

CN

M

C = A × B  



Special case N = M = 1

AN

d

B

M

d×

CN

M

C = A × B  

2  -4 11  1

5
6
0

10

×

= 2×5+ -4×6 + 11×0 + 1×10

= 10 -24 + 0 + 10 = 20 – 24 = -4

-4=



General case
A

N

d

B

M

d×

CN

M

C = A × B  

2  -4 11  1

5
6
0

10

× -4=

C[i,j] = A[i,:] ×	B[:,j] 

2  -4 11  1

5
6
0

10

-4
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Transformers (and Attention) are the norm..
Focus on 

these

31



Feedforward layer/MLP

X → 𝜎′(XW) ≡ Y X ∈ ℝ(N , d), W ∈ ℝ(d , d)

32

XN

d

W

d

d×



Attention  layer
X → 𝜎( XQ’ (XK’)𝑇) XV’

X ∈ ℝ(N , d), Q’, K’, V’ ∈ ℝ (d , d)

X → 𝜎( Q K𝑇) V ≡ Y

33
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Two most important parts of  each layer

Feedforward layer/MLP

X → 𝜎′(XW) ≡ Y

Attention  layer
X → 𝜎( XQ’ (XK’)𝑇) XV’

X ∈ ℝ(N , d), W ∈ ℝ(d , d)

X ∈ ℝ(N , d), Q’, K’, V’ ∈ ℝ (d , d)

X → 𝜎( Q K𝑇) V ≡ Y

34

Only “mixes” the 
hidden dimension

Only “mixes” the 
sequence length

Permutation 
invariant

Positional 
Encodings



Simplified Transformer Model

X=U0

Attention 1

MLP 1

Ui → 𝜎(Ui Q’i (UiK’i)𝑇) UiV’i ≡ Zi

Zi → 𝜎′(ZiWi) ≡ Ui+1

Attention i

MLP i

Attention L 

MLP L
Y

Parameters 𝜽

Q’i ; K’i ; V’i ; Wi 

1 ≤ i ≤	L



But why focus on these two operations?

Ivanov et al., A Case Study on Optimizing Transformers. MLSys 21.
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Associative Recall in 1 layer of  Attention*

⊥            if  X[N-1,:]  ≠	X[i,:] for all i < N-1

X[i+1,:]   if  X[N-1,:]=X[i,:] for some i< N-1

AR(X)  =    

X → 𝜎( XQ’ (XK’)𝑇) XV’

* Modulo some assumptions

X uses 1-hot encoding

i

j

Q’ ; K’ ; 𝜎 are identity X → ( X X𝑇) XV’

XV’ is X shifted up by 1 X → ( X X𝑇) (SX)



Associative Recall in 1 layer of  Attention*

⊥            if  X[N-1,:]  ≠	X[i,:] for all i < N-1

X[i+1,:]   if  X[N-1,:]=X[i,:] for some i< N-1

AR(X)  =    

* Modulo some assumptions

X uses 1-hot encoding

i

j

X → ( X X𝑇) (SX)

A = X X𝑇

X → A(SX)

i

j

i

j
A[i,j] = 1 iff  i j=



SX

Associative Recall in 1 layer of  Attention*

⊥            if  X[N-1,:]  ≠	X[i,:] for all i < N-1

X[i+1,:]   if  X[N-1,:]=X[i,:] for some i< N-1

AR(X)  =    
* Modulo some assumptions

X uses 1-hot encoding

i

j A = X X𝑇

X → A(SX)

i

j

A[i,j] = 1 iff  i j=

N-1

i

At most one i that matches N-1

iX[i+1,:]

A

N-10

×

X[i+1,:]

=

✅



Two follow up comments

Why would gradient descent learn a Transformer model like this?

Transformers end up solving may more than language problems 

Outside of  scope of  this lecture!

We have (pretty much) no idea!



Is there anything that Transformers cannot do?
Run in sub-quadratic time!

X → 𝜎′(XW) ≡ Y

Feedforward/MLP layer is Ω(d2) time and space

XN

d

W

d

d×

Attention 

MLP 

X



Attention is Ω(N2) time in the worst case

Q

KT

V𝜎 N

d

N

d

N

d
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N2 entries



Why does quadratic bottleneck matter? -I

43



Why does quadratic bottleneck matter? -II

44

Compute budget of  B

N ≈ 𝐵

d ≈ 𝐵



Back up slides



But you said the output has to be a matrix!

⊥            if  X[N-1,:]  ≠	X[i,:] for all i < N-1

X[i+1,:]   if  X[N-1,:]=X[i,:] for some i< N-1

AR(X)  =    

Multi-Query Associate Recall



Associative Recall = Key Value Store problem

Input:       (k1,v1), …. ,(kn-1,vn-1) ; q

Output: ⊥     if  q  ≠ ki for all i < N-1

vi     if  q = ki for some i < N-1

⊥            if  X[N-1,:]  ≠	X[i,:] for all i < N-1

X[i+1,:]   if  X[N-1,:]=X[i,:] for some i< N-1

AR(X)  =    

ki ← X[i,:]  
vi ← X[i+1,:]  
q ← X[N-1,:]  


