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@_kenny_joseph

Today

▪ Discussion reflection and next week prep

▪ Wrapping up GenAI

▪ An explicit restatement of the ML pipeline

▪ A thought primer on evaluation

▪ Briefly, explainability

▪ Hands-on activity

2



@_kenny_joseph

Wrapping up Monday

▪Atri and I do not always expect to be right (but we have 
thought about these things a lot and are comfortable in 

our opinions) 

▪ Lots of hate on Big Tech…

▪ … does that mean we think people who work for big tech are 
bad people

▪ … does that mean that we think AI is always bad? 

▪ … does it mean that we must come to some uncomfortable 
truths about the costs of scientific progress?
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@_kenny_joseph

Wrapping up Monday (cont.)

▪ Lots of hate on Big Tech…

▪ … does it mean that we have to accept those costs?

▪ Or, “Is it ever possible to have technological progress without human 
exploitation?”

▪ System justification theory – that’s how it’s worked in the past, so we should 
just be OK with it, I guess.

▪ Yes, hopefully – this is what your project is about

▪ … does it mean that all technology serves to centralize power?

▪ Or - does it mean that all technology serves to centralize power?

▪ Well, we should look to history for that
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Technology and Power/Inequality

▪ Questions to be explored
▪ What is a technology?

▪ How, historically, has technology intersected with power?

▪ What does that tell you about how to do your project?
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@_kenny_joseph

Next week – logistics 

▪ Take notes!

▪ You owe us a TQE from the lecture!

▪Due: 11:59pm on Feb 21
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@_kenny_joseph

Today

▪ Discussion reflection and next week prep

▪ Wrapping up GenAI

▪ An explicit restatement of the ML pipeline

▪ A thought primer on evaluation

▪ Briefly, explainability

▪ Some hands-on stuff
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The old ML pipeline
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The [new] [simplified] ML pipeline
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@_kenny_joseph

What is missing?!
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@_kenny_joseph

What is missing?!
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From last week

▪What are we optimizing for

▪Who are we optimizing for

▪When are we optimizing for

▪… your data and your optimization algorithm 

encode your answers to these questions
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@_kenny_joseph

Review + Exercise

▪What is ChatGPT optimizing for?

▪Who is ChatGPT optimizing for?

▪When is ChatGPT optimizing for?
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@_kenny_joseph

Today, briefly

▪What are we optimizing for

▪Who are we optimizing for

▪When are we optimizing for

▪… your data and your optimization algorithm 
and how you evaluate your work encode 
your answers to these questions
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@_kenny_joseph

Some warm up

▪What is ChatGPT optimizing for?

▪Who is ChatGPT optimizing for?

▪When is ChatGPT optimizing for?

▪How is ChatGPT evaluated?
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@_kenny_joseph

The bigger question…

▪What does it mean for a model to 

“work”? Or to “be good”?
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The Technical Answer [sort of]

Any 

caveats to 
this 

technical 
answer?



@_kenny_joseph

What about some non-technical answers [or 
other technical answers]?
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@_kenny_joseph

How could we evaluate it differently?

▪ We’re going to give you some tools to think through this  
throughout the course. Here’s one

https://designjustice.org/read-the-principles

▪ Activity: You will be assigned one principle. Answer two 

questions

▪ Do you think ChatGPT as-is encompasses this principle?

▪ If so, why? If not, what could you change to make it that way?
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@_kenny_joseph

How could we evaluate it differently?
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@_kenny_joseph

From evaluation to explanation

▪ How do we know why a model makes a given prediction?

▪ First… why do we care?

▪ What are some ways you can think of?
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Ask it!
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https://explanation-llm.github.io/slides/section_2_slides.pdf



@_kenny_joseph

Summarizing

▪ It is easy to fall into the trap of assuming we understand 
why something works when it works

▪ … or assume that someone understands that

▪ … or that something understands that

▪ We simply are not there yet
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Brain Break
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@_kenny_joseph

Today

▪ Discussion reflection and next week prep

▪ Wrapping up GenAI

▪ An explicit restatement of the ML pipeline

▪ A thought primer on evaluation

▪ Briefly, explainability

▪ A hands-on example
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Toy example 

Imagine you are a new company tasked with designing an AI tutor for first-year college 
students. Do the following [thinking about the why for each]:

• Outline a population you want to target (e.g. “students who are good at math”)

• Define a way you’ll build the model (e.g. “start with GPT and then finetune using…“), and 
what guardrails you will put in place

• Define your “secret sauce” … why should I use your tool instead of others?

• Explain how you’ll evaluate the effectiveness of your approach not using the Design 
Justice Principles

• Consider an evaluation, now, using at least one of the Design Justice principles

• Describe one group of people that are not likely to benefit from your tool, and why that 
is(n’t) OK

▪ Consider the 4 roles of social change. Which, if any, does your app fit into?
▪ Can find these in the Lecture 2 slides

28


	Slide 1
	Slide 2: Today
	Slide 3: Wrapping up Monday
	Slide 4: Wrapping up Monday (cont.)
	Slide 5: Technology and Power/Inequality
	Slide 6: Next week – logistics 
	Slide 7: Today
	Slide 8: The old ML pipeline
	Slide 9: The [new] [simplified] ML pipeline
	Slide 10: What is missing?!
	Slide 11: What is missing?!
	Slide 12: From last week
	Slide 13: Review + Exercise
	Slide 14: Today, briefly
	Slide 15: Some warm up
	Slide 16: The bigger question…
	Slide 17
	Slide 18: What about some non-technical answers [or other technical answers]?
	Slide 19: How could we evaluate it differently?
	Slide 20: How could we evaluate it differently?
	Slide 21: From evaluation to explanation
	Slide 22: Ask it!
	Slide 23
	Slide 24
	Slide 25: Summarizing
	Slide 26: Brain Break
	Slide 27: Today
	Slide 28: Toy example 

