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@_kenny_joseph

You have a reading assignment due Saturday

32/7/24UB

https://cse.buffalo.edu/rage-mlsoc/mlsoc_discussion/

https://cse.buffalo.edu/rage-mlsoc/mlsoc_discussion/


@_kenny_joseph

Reading response: TQE format
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@_kenny_joseph

Practicing TQE – 3 minutes

Write down one thought, one question, and one epiphany 
(to share w/ the class) from last Wednesday 
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@_kenny_joseph

Kenny’s (pedagogically-centered) TQE
§ Thought:

§ I liked the discussion about limits to existing resources.  This made me think about 
the fact that Atri and I have worked for several years on a project in the context of 
child welfare. It has become a useful site for us to think about resource allocation as 
a foil for debates about incremental vs. radical change

§ Question:
§ I think it was good that tech played a limited role in the discussion. I am curious how 

you all felt about that. Was it humbling? Confusing? Right/wrong?

§ Epiphany
§ I realized, and maybe this is obvious, that we should probably discuss the history of 

computing and AI to help us understand that advances in computing have come less 
from the goal of social progress, and more from the goal of centralizing power.
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@_kenny_joseph

In two weeks you have a group midpoint submission

72/7/24UB

https://cse.buffalo.edu/rage-
mlsoc/mlsoc_unitmid/

https://cse.buffalo.edu/rage-mlsoc/mlsoc_unitmid/
https://cse.buffalo.edu/rage-mlsoc/mlsoc_unitmid/


@_kenny_joseph

In three weeks you have a full group submission

82/7/24UB

Details later this week.



@_kenny_joseph

Units Overview

§Unit 1
§ Tool: Causal Modeling 
§ Domain: Healthcare

§Unit 2
§ Tool: (CS) Theory
§ Domain: Policing and Criminal Justice

§Unit 3
§ Tool: Simulation
§ Domain: Mis/Disinfo
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Questions/Comments?



Break!



What is Machine Learning?
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@_kenny_joseph

Canonical Definition



@_kenny_joseph

ML as a recipe creator

2/7/24 UB14

https://medium.com/@geomblog/when-an-algorithm-isn-t-2b9fe01b9bb5



@_kenny_joseph

ML as the production of intelligence from data

§ I like this definition 
because it…
§ fits a number of 

different learning 
paradigms

§ is dead simple – we 
use ML to learn 
from data

§However, perhaps 
over-simplified… 
doesn’t this match 
statistics too?
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These images are taken from https://courses.cs.washington.edu/courses/cse416/18sp/lectures.html



@_kenny_joseph

ML as a composite of many things

These images are taken from http://www.cs.cmu.edu/~mgormley/courses/10601/schedule.html



@_kenny_joseph

ML is many 
things to many 
people.

These images are taken from 
http://www.cs.cmu.edu/~mgormle
y/courses/10601/schedule.html



@_kenny_joseph

ML as generalization of (training) data
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CIML, Chapter 1



@_kenny_joseph

ML as generalization of (training) data
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CIML, Chapter 1



Josie looks like she understand chairs. She does not. She cannot 
generalize beyond her training data.
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Why this course?
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Obermeyer, Z., Powers, B., Vogeli, C., & Mullainathan, S. (2019). Dissecting racial bias in 
an algorithm used to manage the health of populations. Science, 366(6464), 447–453. 
https://doi.org/10.1126/science.aax2342

https://doi.org/10.1126/science.aax2342
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@_kenny_joseph
2/7/24
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Why?

Well, let’s dig into one 
example


