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Abstract 

A knowledge-based human-computer interface system that 
could minimize the effort required for users to manage and direct the 
interface, would offer great potential for increasing the user's effi­ 
ciency in accomplishing his or her task. Several critical features are 
essential to such a human-computer interface system. These features 
are the ability to: (1) judge relevance and respond in a context sensi­ 
tive manner, (2) intelligently select the presentation media and for­ 
mat for best information understanding, (3) use available media and 
presentation formats in a highly integrated manner, and ( 4) provide 
consistency across all system outputs. 

The Intelligent Multi-Media Interface Project has been initiated 
for the purpose of developing knowledge-based approaches to incor­ 
porating these features in a multi-media human-computer interface 
[11]. Specifically, this project is devoted to the development of inter­ 
face technology that integrates speech input and output, natural lan­ 
guage text, graphics, and pointing gestures for human-computer 
dialogues in a flexible, context-sensitive manner. As part of the In­ 
telligent Multi-Media Interface Project, a knowledge-based interface 
system called CUBRICON (the CUBRC Intelligent COl''versational­ 
ist}, is being developed as a proof-of-concept prototype. The output 
planning portion of this prototype system is discussed in this paper. 

1. Introduction 

The efficiency with which modern, information intensive sys­ 
tems can be used, depends on the human-computer interface (HCI). 
In fact, the HCI is frequently the most significant factor in limiting 
the potential of such systems, especially those that must be used un­ 
der stressful conditions. Modern windowing approaches to interface 
systems have helped to achieve these goals. However it has been 
found that a large determinant of the time it takes to solve a problem 
using windowing systems, is the time spent manipulating the windows 
themselves [2]. It would seem that a knowledge-based interface sys­ 
tem that could minimize the requirement for direct, manual user con­ 
trol of the interface, would offer great potential for increasing the 
user's efficiency in accomplishing his or her task. Several critical fea­ 
tures are essential to such a human-computer interface system. 
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These features are .the ability to: 

1. Generate output in a context-sensitive manner, based on 
relevance of the information to the discourse focus and the 
user task, 

2. Select appropriate combinations of modalities and formats 
for the expression of information, based on the characteris­ 
tics of the information. 

3. Use available multiple media and modalities in a highly in­ 
tegrated manner, and 

4. Provide outputs that are consistent across individual and 
related sequences of system expressions and displays. 

Approaches to achieving a human-computer interface that in­ 
corporates these critical features are not obvious. Modern systems 
must convey large amounts of information. This information is often 
technically complex, dynamically changing, and varied in degree of 
certainty and completeness. In addition, the humans using the system 
may be under severe time constraints, and under high stress. Pres­ 
ently, there is no computer system that provides the critical features 
discussed above. Knowledge-based generation of information by a 
computer system in multiple media/modalities is recently beginning to 
be investigated [ 1, 11, 12, 18 J. An interdisciplinary approach which 
combines modern computer systems and programming approaches, 
with relevant human factors disciplines is essential. 

The Intelligent Multi-Media Interface Project [11] represents a 
strong step in this direction. Computer scientists are working closely 
with experts in human-computer interface design, to apply modern 
artificial intelligence (AI) technology to this problem. This project is 
devoted to development of interface technology that integrates 
speech input and output, natural language text, graphics, and point­ 
ing gestures in a flexible, highly integrated, context-sensitive manner 
for human-computer dialogues. The approach is to develop knowl­ 
edge-based interface technology that presents information in an opti­ 
mal (or near optimal) fashion, without requiring the human user to 
engage in activities specifically and directly relating to the control of 
the computer interface. The determination of the "optimal" presen­ 
tation is based on human-computer interface design literature (e.g., 
[8, 17]) and, where relevant literature is not available, engineering 
judgement. 

There are obviously major problems in achieving a completely 
"intelligent" interface: First, we don't completely understand human 
intelligence. Many theories and models describe how humans organ­ 
ize information and make decisions, but one comprehensive descrip­ 
tion of the overall process does not exist. Our ability to model such 
processes is respectively difficult. Second, there is a great deal of 
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variance among people and applications. What may be "optimal" for 
one person, population, or application, is likely to be suboptimal for 
others. And finally, the experience and research base for designing 
human-computer interfaces has largely been restricted to systems 
and applications that do not involve the integration of multi-media or 
the application of artificial intelligence. 

An important goal of the Intelligent Multi-Media Interface Pro· 
ject is to build a prototype intelligent, multi-media human-computer 
interface system called CUBRICON (the CUBRC Intelligent CONver· 
sationalist). It is intended to serve as a proof-of-concept prototype, 
and a research platform for investigating advanced technology multi­ 
media human-computer interface design. The CUBRICON system is 
intended to imitate to a certain extent, the ability of humans to sirnul­ 
taneously accept input from different sensory devices (such as eyes 
and ears), and to simultaneously produce output in different media 
(such as voice, text, pointing motions, and drawings). It is planned 
that through a process of iterative design and research, CUBRICON 
will evolve into an intelligent human-computer interface that can 
serve as a front-end to numerous application systems. The current 
application task domain is that of military tactical air control. 

This paper discusses the CUBRICON multi-modal output plan­ 
ning process and the manner in which CUBRICON exhibits the key 
features listed above. In the next section, we present an overview of 
the CUBRICON multi-media output capabilities. Section 3 discusses 
the knowledge sources used for output composition. Section 4 dis­ 
cusses the output planning process. with working example dialogues 
presented in Section 5 to clarify the methodology and underlying 
principles. Section 6 briefly presents the status and the future direc­ 
tion for the CUBRICON project and Section 7 summarizes the main 
ideas of this paper. 

2. Overview of CUBRICON's Multi-Media 
Output Capabilities and Approach 

The CUBRICON design includes the following output media: 
speech production device, color-graphics display, and monochrome­ 
graphics display. The modalities used by the CUBRICON system in· 
elude: color-graphic illustrations, tables, histograms, written natural 
language prose, spoken natural language, and "fill in the blank" 
forms. This list does not exhaust the possibilities, of course, but pro· 
vides a good varied selection with which to "test the concept" and 
upon which to build. These media and modalities are used by 
CUBRICON in isolation or in coordinated combinations. 

In comparison to a single medium language, a multi-modal Ian· 
guage provides a wider range of choices for the expression of any 
given concept. When modalities are combined, a synergism not possi­ 
ble with just one medium is achievable. Even in a strictly verbal Ian· 
guage, there are alternatives for expressing a given concept. For 
example, George Bush can be referred to as "George Bush", as "the 
President of the United States", or as "the Commander in Chief of 
the Armed Forces of the U.S.• If language is extended to include 
graphics as well, the number of combinations and alternatives in· 
creases. For example, to express the locations of several airbases, the 
choices include: a map of the area showing the individual airbase 
locations, a table listing the longitude an latitude of all the airbases, 
or a natural language summary such as "they are all located within 
100 miles of Berlin•. 

The CUBRICON output planning process starts with the selec­ 
lion of the media/modalities for expressing the response information 

to the user. In making this decision, CUBRICON must consider 
whether the desired output resources are available from among the 
potential resources (the two displays and the speech device). If they 
are not, then the system must take appropriate action to modify the 
state of the resources, modify the information to be expressed, and/ 
or select different modalities for expressing the information before 
the composition of the output can be accomplished. In performing 
this planning process, several knowledge sources are essential. These 
knowledge sources are discussed in the next section. 

3. Knowledge Sources 

The knowledge sources within CUBRICON are critical to the 
process of composing multi-modal output. These are: the content 
and characteristics of the information to be expressed, discourse 
model, user/task model, and a knowledge base of information about 
the application task domain which includes relevant interface infer· 
mation. These knowledge sources are discussed in the following sub· 
sections. 

3.1 Preferred Presentation Modes Based on 
Characterjstjcs or The Information 
The characteristics of the information to be expressed are criti­ 

cal to the selection of an appropriate presentation modality. The fol· 
lowing list summarizes CUBRICON's criteria for selecting 
presentation modality based on characteristics of the information: 

1. Color-graphics: Selected whenever the information to be 
presented includes spatial relationships (e.g., maps, sche­ 
matics) or whenever the information is ammenable to spa· 
tial coding (e.g., small hierarchy charts, organization 
charts). CUB RI CON currently considers only spatial rela­ 
tionships. This is accomplished by looking for regional or 
coordinate references and the existence of iconic symbols 
associated with information to be presented. 

2. Monochrome-graphics: Selected using the same criteria as 
for color graphics except that when feasible, color graphics 
is always preferred. 

3. Table: Selected when the values of common attributes of 
several entities must be expressed and a graphic approach 
is not feasible (e.g., too many attributes to fit on a histo­ 
gram or the attributes are not quantitative). 

4. Histogram: Selected when one or a few quantitative and 
common attributes of several entities must be displayed in a 
comparative fashion. 

5. Form: A predefined form is selected when the task requires 
a standardized organization of information in accordance 
with external needs of the user. For example, when infor­ 
mation must be presented in a particular format to facilitate 
its use within the problem solving realm or process, or to 
enhance recognition and/or understanding of patterns 
within the data. An important consideration in the design 
and requirement for such forms is the sxistance of popula­ 
tion stereotypes among the user population. This aspect of 
CUBRICON is currently under development. 

6. Natural language prose: Selected for the expression of a 
proposition, relation, event, or combination thereof when 
the knowledge structures being expressed are heterogene­ 
ous, or are peripheral or supplementary to the ongoing dia­ 
logue. 
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Natural language can be presented in either spoken or wri tten 
form. The following summarizes the selection critieria for spoken ver­ 
sus written language: 

Spoken natural language is selected for: 
1. Dialogue descriptions to assist the user in comprehending 

the presented information. These include explanations of 
graphic displays and display changes as well as verbal high­ 
lighting of objects on the displays (e.g., "The enemy air­ 
bases are highlighted in red"). 

2. Warnings to alert the user of important events that have or 
are about to take place (e.g., new critical information 
comes into the application system database and the system 
notifies the user: "close air support is no longer available 
from airbase XXX"). 

3. Informing the user about the system's activity (e.g., "I'm 
still working" when the user must wait for output from the 
system). 

4. Short expressions of relatively non-technical information 
that can be remembered when presented serially (e.g., a 
"yes" or "no" answer to user's question). 

Written natural language is selected for responses that would strain 
the user's short term memory if speech were used. This includes 
longer technical responses and responses to which users may need to 
refer over a substantial period of time. G.A. Miller [10] provides us 
with the guideline that short term memory can only hold approxi­ 
mately seven elements. 

3.2 Ibe Discourse Model 

Continuity and relevance are key factors in discourse. Without 
these factors, people find discourse disconcerting and unnatural. The 
attentional discourse focus space representation [4,6,7,16] is a key 
knowledge structure that supports continuity and relevance in dia­ 
logue. CUBRICON tracks the attentional discourse focus space of the 
dialogue carried out in multi-media language, and maintains a repre­ 
sentation of the focus space in two structil cs: (1) a main focus list 
and (2) a display model. 

The main focus list includes those entities and propositions that 
have been explicitly expressed (by the user or by CUBRICON) via 
natural language, pointing, highlighting, or blinking. The display 
model represents all the objects that are "in focus" because they are 
visible on one of the monitors. CUBRICON is based on the premise 
that graphics are an integral part of its language along with natural 
language and other forms of text and pointing. CUBRICON treats 
objects presented on the graphics displays as having been intention­ 
ally "expressed" or "mentioned." The display model has two levels: 
(1) a list of windows per monitor and (2) for each window, a list of 
all the objects that are visible in the given window. 

The main focus list primarily serves the process of interpreting 
anaphoric references [ 16] and definite descriptive references [SJ in­ 
put via natural language. For example, CUBRICON consults the 
main focus list when determining the referent of a pronoun. In the 
case of a definite reference. if an appropriate referent is not found in 
the main focus list. then CUBRICON consults the display model. The 
motivation for this is the fact that when a person expresses a definite 
reference such as "the airbase" with just one such object in view (as 
on a graphics display) and none have been discussed, then the per­ 
son most likely refers to the one in view even though he knows about 
several others. 

The discourse model is used during output generation also. 
When CUBRICON composes a reference for an entity as part of a 
natural language sentence, it consults the discourse model. If the en­ 
tity is represented in the display model (i.e., it is visible on one of 
CUBRICON's windows), then the system uses a deictic dual-media 
expression to refer to the entity in the output sentence. The deictic 
expression consists of a phrase such as "this airbase" and simultane­ 
ous blinking/highlighting of the airbase as its means of pointing to the 
object. If the entity is the most salient of its gender according to the 
main focus list, CUBRICON uses a pronoun to refer to the entity. 

3.3 Ibe User/Task Model 

A user/task model is essential as a basis for judging the rele­ 
vance and importance of information items to be presented. Carberry 
(3] provides a brief summary of current research on user modeling. 
The aspects of the user/task that are most relevant in the 
CUBRICON system are (1) the importance rating that the user at­ 
taches to the different entity types that are relevant to each given 
task, which we call the user's entity rating system and (2) a task 
hierarchy (if available). 

CUBRICON includes a representation of the user's entity rating 
system as a function of the task being addressed by the user. For a 
given task being carried out by the user, the entity rating system rep­ 
resentation includes a numerical importance rating (on a scale from 
zero to one) assigned to each entity type used in the application task 
domain. The numerical rating assigned to a given entity type repre­ 
sents the degree of imponance of the entity to the user for that task. 
Associated with the entity rating system is a critical threshold value: 
Those entities with a rating above the critical threshold are consid­ 
ered critical to the current task and those with ratings below the 
threshold are not. The ClJBRICON design provides for the entity 
rating system representation to change automatically under program 
control in the following manner: (1) when the user's task changes the 
system replaces the current entity rating list with the standard initial 
rating list for the new task; and (2) when the user mentions an entity 
whose rating is lower than the critical threshold, then its rating is 
raised to the critical threshold to reflect the user's interest in the 
entity and its seeming relevance to the current task from the perspec­ 
tive of the user. It remains at this level until the user's task changes. 
In the current implementation, CUBRICON performs the second 
function listed above, but the implementation of the first is not com­ 
plete. 

The user's entity rating system plays an important role in com­ 
posing responses to the user. (1) The entity rating system representa­ 
tion is used 111 .i.iermining what information is relevant in answering 
questions or responding to commands from the user. (2) The entity 
rating system is used in selecting ancillary information to enhance or 
embellish the main concept being expressed and to prevent the user 
from making false inferences that might otherwise be made. (3) The 
entity rating system is also used in organizing the form in which infor­ 
mation is presented. 

The task hierarchy is a decomposition of the user's main task 
into subtasks. In a task oriented application system, there is usually 
some a priori knowledge of the task hierarchy and sequencing. Even 
though the task hierarchy structure is not absolute in that a user may 
deviate from the typical roadmap through the tasks, this hierarchy 
can be used as a valuable knowledge source in tracking the discourse 
focus and in managing the displays. If the system can anticipate, for 
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example, when a task change will occur and knows the relationship 
between the tasks, then the system can respond more appropriately, 
retain relevant information on the displays, and avoid unnecessary 
disruptive display changes. 

The task hierarchy is in development and is not complete. Cur­ 
rently, CUBRICON does include a simple representation of the task 
in which the user is engaged. This task representation changes when 
CUBRICON is told that a new task has started. CUBRJCON's re­ 
sponse composition process is affected by the user's task. 

3.4 Knowledge Base: Task Domain And Interface Information 

The CUBRICON system includes a knowledge base containing 
domain-specific and interface information. The domain-specific in­ 
formation is applicable to the mission planning task domain of the 
target information system using the CUBRICON interface system. 
The knowledge base contains information about task domain entities 
such as airbases, missile systems, critical plants and factories, and 
munitions. The knowledge base also includes essential information 
concerning how to present or express the various entities via the sys­ 
tem's verbal/graphic language. This information includes the words 
and symbols used to express any given entity, which symbols are ap­ 
propriate under which conditions, and when particular colors are to 
be used. 

4. Planning The Multi-media Response 

The CUBRICON system is being developed so that it embodies 
the key features discussed at the beginning of this paper. These fea­ 
tures are the ability to: 

1. Generate output in a context-sensitive manner, based on 
relevance of the information to the discourse focus and the 
user task, 

2. Select appropriate combinations of modalities and formats 
for the expression of information, based on the characteris­ 
tics of the information, 

3. Use available multiple media and modalities in a highly in­ 
tegrated manner, and, 

4. Provide outputs that are consistent across individual and 
related sequences of system expressions and displays. 

The CUBRICON output planning process is highly dependent on 
the knowledge sources discussed in Section 3. The input to the 
CUBRICON output planning module is a list of information items to 
be expressed. The top level output planning process is summarized 
below. 

1. For each information item or cluster, determine the modal­ 
ity in which it should ideally be expressed. Graphic/pictorial 
presentation is always desirable. Natural language can al­ 
ways be used as a last resort, if no other modality is avail­ 
able. Section 3.1 discussed the current modalities used by 
CUBRICON and the criteria for selection of each. 

2. Determine whether the resources are available to express 
the information as desired. Resources: (1) Color graphics 
display: Are the items to be expressed graphically already 
on the color display (e.g., objects of interest in a geographi­ 
cal domain may already be displayed on a map)? If so, no 
additions are necessary. If not, is there room to add them 
in their "natural" position? (e.g., can the desired objects be 
inserted in the area already on the display without changing 

the area shown?) (2) Monochrome display: Similar to the 
color graphics display. (3) Speech output device: Always 
available. 

3. If the desired resources (i.e., color and/or monochrome 
display) are not available, modify the state of the resources. 
The desired resources would be "not available" in at least 
two cases: (1) the physical device is not functional (e.g., 
needs repair) or (2) the display device already contains 
critical information that cannot be disrupted nor covered 
by a window. If not all the items to be expressed graphically 
are on the display and it is possible to change the display, 
then the system must compose a new display. Possibilities: 
• "Zoom out" with intelligent addition of relevant ancil­ 

lary objects to fill in the new area to maintain consis­ 
tency throughout the display. 

• "Zoom in" with intelligent addition of relevant objects 
to create an intelligible display. 

• Pan to a different area maintaining consistency in the 
types of objects displayed. 

• Combination of the above. 
• Create a new display: (i) Completely replace the dis­ 

play with new "area" or (ii) Open a window on the 
display to show new information. 

4. If the display status cannot be adequately modified as per 
step 3 above, try modifying the information to be ex­ 
pressed: trim the amount of information by filtering on the 
basis of relevance with regard to the user/task model and/ 
or the discourse model. 

5. If the information can still not be expressed in the given 
modality due to insufficient resources for the selected mo­ 
dality, then select another modality and go back to step 2. 

6. Finish composing the output having resolved resource re­ 
straints. 

The methodology discussed in this section is fully implemented. 

S. EXAMPLES 

In this section we present examples of output composed and 
generated by CUBRICON in the context of a human-computer dia­ 
logue. These examples illustrate the output composition process and 
use of the knowledge sources discussed in the previous sections. The 
dialogues are concerned with mission planning and situation assess­ 
ment in a tactical air control domain. These examples are actual 
working examples of dialogue with the current CUBRICON imple­ 
mentation. 

Consider the following user-computer dialogue interchanges: 
USER: "Display the Fulda Gap Region." 
CUBRICON: (Refer to Figure 1.} 

Speech Output: 
• Statement to direct the user's attention to the appro­ 

priate monitor as information is displayed. Just before 
the region is displayed on the color graphics monitor: 
• Look at the color graphics screen. The Fulda Gap 
region is being presented." 

Color Graphics Display: 
• Map of Fulda Gap Region with main roads, major cit­ 

ies, waterways, and national boundries. 
• Icons representing entities within the Inner Fulda Gap 

Region, that are above a preset threshold in impor­ 
tance, superimposed on the map. 
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Speech Output: 

• Just before the table is presented on the monochrome 
monitor: "The corresponding table is being presented 
on the monochrome screen." 

Monochrome Graphics Display: 
• Table of relevant entity attributes for those ent ities 

that are displayed on the map display. 

DISCUSSION: 

The planning and composition of output for the user is depend­ 
ent upon the nature of the information, the discourse context, and 
user/task model (the knowledge sources discussed in Section 3). 
Based on its knowledge base and , decision making process, 
CUBRICON knows that a region can be represented graphically and 
therefore chooses graphics as the primary modality for display. Re­ 
gions are represented in the CUBRICON knowledge base with an 
associated boundary. The boundary is retrieved by the system and 
the main roads, major cities, waterways, and national borders are 
displayed on the color graphics display. These items are displayed by 
the use of the MAP Display System [9]. CUBRICON then searches 
its knowledge base for task-specific objects within the region that 
should be displayed. The selection of these objects is based on the 
entity rating system that is part of the user model discussed in Section 
3. CUBRICON does not display all entities that it knows about in the 
region, but only those that are above the criticality threshold for the 
user's current task (a sub-task of planning an air-strike mission). 
Thus the system decides to display all airbases, surface-to-air missile 
(SAM) sites, critical factories and plants, but not objects such as 
schools or minor industry that are not germane to mission planning. 
The resulting color map is shown in Figure 1. 

Based on the information provided by the user/task model, 
CUBRICON knows the important attributes of each object. Since 
these attributes are not displayed or communicated via the map dis­ 
play but have been selected as relevant, the system must determine a 
modality for presenting this information. Since this information con­ 
sists of lists of objects with different values of common attributes, the 

system compos:s a table (as per the modality selection criteria dis­ 
cussed in Section 3.1) showing the important attributes of the dis­ 
played objects. The resultant table is displayed on the monochrome 
display and is shown in Figure 1. 

In order to further illustrate CUBRICON modality selection and 
output composition process, the user queries the system about the 
location of the Dresden airbase in a manner that provides no instruc­ 
tion to the system as to how to present the information (e.g., map, 
printed natural language, spoken natural language, etc). 

USER: "Where is the Dresden airbase?" 

CUBRICON: (Refer to Figure 2.) 
Speech Output: 

• Statements to direct the user's attention to the appro­ 
priate monitor when a major window is presented. As 
the map is expanded on the color monitor: "The map 
on the color graphics screen is being expanded to in­ 
clude the Dresden airbase." 

Color Graphics Display: 
• Map of Inner Fulda Gap Region with added area that 

includes the Dresden airbase. 
• Main roads, major cities, waterways, and national 

boundries (as before but across the whole map, old 
and new areas). 

• Icons representing entities within the map area dis­ 
played that are above a preset threshold in importance 
are superimposed on the map (same as before but 
across the whole map, old and new areas). 

• An airbase icon representing the Dresden Airbase. 
Speech Output with coordinated Color Graphics: 

After the map is expanded, statement to direct the 
user's attention to the Dresden airbase on the map: 
"The Dresden airbase is located here <point>." The 
word "here" is accompanied by a visual point gesture 
in the form of blinking the airbase icon and the addi­ 
tion of a pointing text box. 

Speech Output: 

• 

• As the table is presented on the monochrome moni­ 
tor: "The corresponding table is being presented on 
the monochrome screen." 
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Figure 1. The Displays Composed by the System 
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Monochrome Graphics Display: 
• Table of relevant entity attributes. Same table as be­ 

fore, but expanded to include new entities added to 
the map. 

DISCUSSION: 

The information requested is location. The Dresden airbase has 
an icon representation and a longitude-latitude associated with it in 
the CUBRICON knowledge base. The preferred modality for presen­ 
tation is therefore graphical. 

In composing a new map on which to display the Dresden air­ 
base, the system has several choices. These include: open a window 
on the color-graphics display showing the area around the Dresden 
airbase, replace the old map on the CRT with a new area around the 
airbase, or compose a new map including both the old map and the 
region around the Dresden airbase. 

An important principle that CUBRICON tries to follow is to pre­ 
serve the context of the human-computer dialogue. Since the user 
task has not changed and there is already a map displayed on the 
color graphics display, the system expands the displayed area to in­ 
clude the Dresden airbase. CUBRICON selects this option because it 
provides the requested information while it preserves the display con­ 
text. When the Dresden airbase icon is added to the map, the system 
directs the user's attention to the icon using speech output with coor­ 
dinated graphics, namely blinking the icon and placement of a 
"pointing text box". 

Another important guideline to which the CUBRICON system 
adheres is to maintain consistency throughout a display so as to pre­ 
vent the user from making false inferences about what is or is not 
located within the region. In the case of our map display, this means 
that there should be consistency in the types of objects shown across 
the entire map. If SAMs are displayed in the old region, then they 
should be displayed in the newly added map area. Similarly for other 
types of objects. If this is not done, then the user would probably 

infer incorrectly that there were no SAMs in the new area. The new 
map display composed by CUBRICON is shown in Figure 2. Guided 
by the consistency principle, the system also modifies the tabular 
presentation that is on the monochrome display. This new display is 
also shown in Figure 2. 

The user now asks the system a question phrased exactly like the 
previous question for purposes of comparison. 

USER: "Where is the Stargard airbase?" 
CUBRICON: 

Color Graphics Display: 
• No change. 

Monochrome Graphics Display: 
• No change. 

Natural Language: 
• "The Stargard Airbase is outside of the current area of 

responsibility. It is located in Poland at 16.9°E and 
51.3°N." 

DISCUSSION: 

This example illustrates the flexibility CUBRICON has in select­ 
ing from alternative presentation modalities and its ability to measure 
relevance. Although this question is phrased exactly the same as the 
previous question, the CUBRICON response is totally different. The 
Stargard Airbase is well outside of the user's area of responsibility as 
represented in the CUBRICON knowledge base (i.e., the task 
model). Therefore, CUBR.ICON judges that the Stargard airbase is 
less relevant than the current display and responds verbally without 
changing the current display. 

To demonstrate CUBRICON's ability to generate coordinated 
NL and graphic pointing gestures, the user queries the system about 
the mobility of several SAMs. 

USER: "What is the mobility of this <point>, <point>2 <pointxj?" 
where each <point>, is a mouse point by the user on the map dis­ 
play. 
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Figure 2. Map and Table Maintaining Context and Consistency 
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CUBRICON: 
Speech Output with coordinated Color Graphics: 

• "The mobility of this <blink icon>2 SAM is low and 
the mobilities of these <blink icon>, <blink icoro-, 
SAMs are high." For each SAM reference, the par­ 
ticular SAM icon blinks as the system's method of 
pointing to it. Next to each SAM icon, a small text 
box is added to provide a terse written version of the 
requested information. 

prscussION; 
This example demonstrates CUBRICON's ability to generate 

multi-media output that is highly integrated. When composing a re­ 
sponse to the user, the system first selects the modalities in which to 
respond. As per the criteria discussed in Section 3.1, the system de­ 
cides to answer in NL since the information is not very voluminous. 
Since the entities (i.e. the SAMs) are visible on the display map, the 
system points to each one (by blinking the appropriate icon) as it is 
referenced in the NL response. Also, since the information is techni­ 
cal and the user may subsequently want to refer back to it, 
CUBRICON decides to present a terse printed version also. This is 
done by placing a small text box near each SAM icon with a short 
statement of its mobility. 

6. Current Status And Future Direction 

The CUBRICON system is implemented on a Symbolics Lisp 
Machine with both color and monochrome displays. Speech input is 
handled by a Dragon Systems VoiceScribe 1000 speech recognition 
system. Speech output is handled by a DECtalk speech production 
system. The software is being implemented using the SNePS semantic 
network processing system [13,15], an ATN parser-generator [14], 
and Common Lisp. 

The CUBRICON system modules and processes discussed in this 
paper are implemented and functional. These modules include the 
knowledge sources such as the knowledge base, discourse model, and 
the user/task model. the executor that retrieves information from the 
knowledge base, the process of selecting media/modalities for the 
presentation of information to the user. the output planning process, 
the processes of intelligently composing map displays and tables, and 
the process of generating simultaneous coordinated speech and point· 
ing gestures during output. The examples presented in Section 5 are 
actual working examples that demonstrate some of the CUBRICON 
capabilities. 

The CUBRICON team is continuing its development of the proc­ 
esses discussed in this paper as well as developing new funtionality. 
Areas in which the team is continuing current work and/or planning 
future development include: extending and refining the system's 
automated process of selecting the appropriate media/modalities for 
expressing responses to the user; enhancing the user/task model; 
adding additional modalities (e.g., predefined forms for mission plan­ 
ning) to the CUBRICON repertoire: extending the functionality of 
the multi-modal output generator to produce more sophisticated 
highly integrated natural language and graphics at the discourse and 
sentence level, including the coordinated presentation of time- and 
space-dependent activities and events (e.g., planned movements of 
military forces). 

7. Summary 

Modem information processing and decision-aiding computer 
systems are complex and require a full range of communications me­ 
dia/modalities to facilitate interaction with the human user. In fact, 
the power and complexity of many of today's systems have put great 
pressure on the human-computer interface, often making it the fac­ 
tor that most limits the system's potential. The application of knowl­ 
edge-based technology to human-computer interfaces may offer 
great potential for improving the efficiency of the human-computer 
interface. 

This paper discussed the development of a multi-modal human­ 
computer interface system, called CUBRICON. This prototype sys­ 
tem will serve as a research platform for investigating how 
knowledge-based approaches can best be applied to enhance hu­ 
man-computer interfaces. Four critical features of such an interface 
were introduced along with CUBRICON's initial approach to achiev­ 
ing them. Examples from CUBRICON dialogue have been cited to 
illustrate these approaches. Table 1 summarizes these critical features 
along with respective CUBRICON capabilities. 

Several knowledge sources have been defined within 
CUBRICON. These serve as the basis for CUBRICON's multi-media 
output planning process. These knowledge sources include: charac­ 
teristics of the information, a model of the ongoing discourse, a user/ 
task model, and a knowledge base of task domain and related 
interface information. CUBRICON's output planning process in­ 
cludes selection of appropriate media/modalities, selection of ancil­ 
lary relevant information, determination of whether display resources 
are available, modification of resources or information to be ex­ 
pressed (if necessary), modification of selected output media/modali­ 
ties (if necessary), and composition of the output. 

CUBRICON will continue to serve as a resource for conducting 
research on advanced human-computer interface design issues be­ 
yond the time-frame of the current program. It is hoped that ulti­ 
mately CUBRICON will be available as a front-end to operational 
systems. 
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Table 1 
EXAMPLES OF HOW CUBRICON MEETS DESIRED FEATURES OF 

KNOWLEDGE-BASED USER-COMPUTER INTERFACES 

MAJOR FEATURES EXAMPLE CUBRICON CAPABILITY 

1. Judge relevance and respond in a context- • Select objects and attributes for display based on discourse 
sensitive manner. and task context. 

• Preserve context of current display (e.g., map and table 
displays) when there is no indication of a change in task. 

• Integrate new information on existing displays in response to 
user requests. 

• Respond differently to identical or similar user requests based 
on relevance to existing context. 

2. Intelligently select the presentation media and • Select media, modalities and formats based on the nature of 
formats for best information understanding. the information and relevant human factors considerations. 

3. Use media and presentation formats in a • Generate pointing gestures in coordination with natural 
highly integrated manner. language output. 

• Present information in more than one modality when different 
aspects of the information are best expressed using different 
modalities. 

4. Provide consistency across all system outputs. • Present selected entities across an entire map display, including 
newly added areas of the map. 

• Use consistent formats on related displays and displays showing 
identical types of information. 
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