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CUBRICON includes methodology to handle these prob- 
lems. 

Some systems use default techniques to handle am- 
biguous pointing. These techniques include: (1) a point 
returns the entity represented by the “foremost” icon 
where the system uses a mechanism to remember the 
order in which icons are “painted” on the display (i.e., 
which are further in the background and which are fore- 
most in the foreground); (2) the icons or entities are 
assigned weights representing importance and the icon 
with the largest weight is selected as the interpretation of 
an ambiguous point; or (3) the icon whose “center” is 
closest to the location pointed at is selected. Combina- 
tions of the such techniques can also be used. A serious 
disadvantage of the above listed point-interpretation 
techniques is that it is difficult, if not impossible, for cer- 
tain icons to be selected via a point reference. Such 
default techniques have deliberately not been used in the 
CUBRICON system. CUBRICON’s acceptance of NL 
accompanying a point gesture overcomes the limitations 
of the above weak default techniques and provides a 
more flexible referencing capability. 

CUBRICON also includes the ability to infer the in- 
tended referent when the referring dual-media expres- 
sion is inconsistent or produces no apparent candidate 
referents. A dual-media expression is inconsistent when 
the natural language part of the expression and the ac- 
companying point cannot be interpreted as referring to 
the same object(s). For example, the user might say 
“this SAM” and point to an airbase. A dual-media ex- 
pression has no apparent referent when the user’s point 
touches no icons (i.e., he points to an “empty” area). 

The referent resolution problem has been addressed 
for systems that accept natural language only [Grosz, 
1981, 1986; Sidner, 19831. The problem of ambiguity, 
including referent ambiguity, is well recognized in natu- 
ral language understanding [Hirst, 19881. The problem 
of correcting reference identification failures during the 
natural language understanding process has been ad- 
dressed using a relaxation technique [Goodman, 19851. 
Generation of natural language references is addressed 
by Sondheimer et al. [ 19861 and McDonald [ 19861. In 
contrast to these efforts, the work discussed in this paper 
addresses the problem of referent identification and ref- 
erence generation for language consisting of combined 
natural language and deictic pointing gestures. Related 
work includes the development of TEMPLAR [Press, 
19861 at TRW and XTRA [Kobsa et al., 19861 at the 
University of Saarbrucken. The TEMPLAR system 
seems to provide only for a pointing gesture to substitute 
for a natural language definite reference within a natural 
language sentence during input, rather than allow a 
pointing gesture to also be used simultaneously with a 
NL reference during both input and output. In the 
TEMPLAR system, the natural language phrase for the 
object selected by the point is inserted in the input string 
to allow the NL parser to complete its processing. Our 
work is closer to that of Kobsa and colleagues with the 
XTRA system. XTRA accepts input of simultaneous NL 
and pointing gestures. Our approach provides for a 
more diverse set of referent types and resolution knowl- 
edge sources. 

The next section presents a brief overview of the 
CUBRICON system. Subsequent sections discuss the 

knowledge sources used to process these dual-media ex- 
pressions in input and output, the syntax and interpreta- 
tion of such expressions used in input, and the process 
of generating such combined media output. 

2 System Overview 
The CUBRICON system is intended to imitate, to a cer- 
tain extent, the ability of humans to simultaneously ac- 
cept input from different sensory devices (such as eyes 
and ears), and to simultaneously produce output in dif- 
ferent media (such as voice, pointing motions, and draw- 
ings) . The design provides for input to be accepted from 
three input devices: speech input device, keyboard, and 
mouse device pointing to objects on a graphics display. 
Output is produced for three output devices: color- 
graphics display, monochrome display, and speech out- 
put device. The CUBRICON software is implemented 
on a Symbolics Lisp Machine using the SNePS semantic 
network processing system [Shapiro, 1979, 19861, an 
ATN parser/generator [Shapiro, 19 821 and Common 
Lisp. Speech recognition is handled by a Dragon Sys- 
tems VoiceScribe 1000. 

Subsequent sections of this paper present example 
sentences that include simultaneous coordinated point- 
ing gestures to objects on a graphics display. Figure 1 
shows one of the geographical displays that was gener- 
ated by the CUBRICON system. The example sentences 
in this paper are expressed with simultaneous pointing to 
objects on such a display. CUBRICON also generates 
other types of displays including other visual illustrations, 
tables, and forms. 

The CUBRICON system includes several critical 
knowledge types that are used during language under- 
standing and generation: (1) task domain knowledge, 
(2) dual-media language knowledge, (3) sentential syn- 

Figure 1 Example CUBRICON Display 
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tax and semantics, and (4) the discourse context. These 
knowledge types are discussed in the next section. 

3 Resources for Referent Determination 
and Reference Generation 

3.1 Domain Knowledge 
Task domain entities with information about them are 
represented declaratively in a semantic network knowl- 
edge base. The associated information includes infor- 
mation relevant to mission planning as well as 
information that is relevant for communication purposes. 
Task domain entities include airbases, surface-to-air 
missile (SAM) systems, fuel storage facilities, and tar- 
gets. The knowledge base is structured as an AK0 (“a 
kind of”) hierarchy. The hierarchy is a tree structure 
with each node representing an entity type or class. As- 
sociated with each entity type are attributes and possibly 
subparts. Examples of attributes are an entity’s disposi- 
tion (friendly vs. enemy) and its geographical location, 
when appropriate. Relations between concepts are also 
represented in the knowledge base, for example, the re- 
lation between an aircraft type and the type of munitions 
that it carries. 

3.2 Dual-Media Language Knowledge 
The CUBRICON grammar defines the language ac- 
cepted as input and used for output. According to this 
grammar, pointing gestures are allowed with (or in place, 
of) a noun phrase or a locative adverbial phrase. Case 
frames associated with the verbs of the lexicon are used 
for language understanding. Constraints on the slots of 
the case frames are used during referent resolution for 
the dual-media noun phrases and locative adverbial 
phrases. 

Another form of semantic language knowledge is the 
association of words and graphics forms/icons with do- 
main entities in the knowledge base. Each entity type 
and instance represented in the knowledge base can 
have one or more names as attributes. Such names 
would include “fighter base” for a certain type of airbase 
and “SA-2” for a certain type of SAM. If appropriate, 
each entity in the knowledge base can have a graphical 
form or icon for expressing the entity visually. 
3.3 Sentential Context 
When analyzing user input, the immediate linguistic con- 
text (syntax and semantics) of the sentence processed 
thus far is used in the process of interpreting the remain- 
der of the sentence, including dual-media references. 
The semantic structures that are particularly useful are: 

1. the case frame associated with the main verb of 
the sentence. 

2. a type or category named in a noun phrase or 
locative adverbial phrase. 

3. a property or attribute named in a noun phrase. 
4. a relation expressed in a noun phrase. 

The use of these semantic structures is discussed in Sec- 
tion 6. 
3.4 The Discourse Model 
The attentional discourse focus space [Grosz, 1978, 
1986; Sidner, 1983; Grosz and Sidner, 19851 is a key 
knowledge structure that supports continuity and rele- 
vance in dialogue. The CUBRICON system tracks the 
attentional discourse focus space of the dialogue carried 

out in multi-media language and maintains a representa- 
tion of the focus space in two structures: (1) a main 
focus list and (2) a set of ancillary focus lists called vir- 
tual displays. The main focus list includes those entities 
and propositions that have been explicitly expressed (by 
the user or by CUBRICON) via natural language, point- 
ing, highlighting, or blinking. A virtual display is a list of 
all the objects that are “in focus” because they are vis- 
ible in a given window on one of the displays. 
CUBRICON maintains one virtual display per window. 

The dialogue focus space representation is used in 
both understanding user input and generating system 
output. When processing user input, the attentional fo- 
cus space representation is used for determining the in- 
terpretation of anaphoric references [Sidner, 19 831 and 
definite descriptive references [Grosz, 19811. In the 
case of a definite reference, if an appropriate referent is 
not found in the main focus list, then CUBRICON con- 
sults the virtual displays. 

4 Multi-Media Language Understanding 
CUBRICON accepts coordinated simultaneous natural 
language and pointing (via a mouse device). The user 
can input natural language (NL) via the speech device 
and/or the keyboard. Input from the NL and pointing 
devices is accepted and fused into a compound stream 
maintaining the information as to which point gesture(s) 
occurred with (or between) which word(s) of the sen- 
tence, 

The CUBRI,CON Parser/Interpreter is an ATN that 
accepts the compound stream produced by the Input 
Coordinator and produces an interpretation of the com- 
pound stream. Each noun phrase or locative adverbial 
phrase can consist of zero or more words of text along 
with zero or more pointing references to icons on the 
display (there must be at least one point or one word). 
The pointing input that is a component of a noun phrase 
or locative adverbial phrase can occur anywhere within 
the phrase. 

From observing people using mouse points, it seems 
that mouse points commonly 
(a) substitute for an entire noun phrase: “What is the 
status of <point>? ” 
(b) substitute for the head noun: “What type of SAMs 
are these <point>, <point>a <point>, ?” 
(c) are used in conjunction with a complete NL noun 
phrase: “Display the status of this <point> airbase.” 

The objects that can be referenced via pointing in the 
CUBRICON system are of four types: 

1. a geometric point represented by a pair of coordi- 
nates on a map or graph; 

2. an entity represented graphically; 
3. a table entry; 
4. a window on a display. 
Pointing gestures alone can be categorized according 

to the following: (1) mouse click on intended icon(s) 
only, (2) mouse click on the region where the extents of 
two or more icons overlap and not all were intended to 
be selected, or (3) mouse click misses the intended 
icon(s) altogether. The problem is in determining the 
intended referent(s) of a combined natural language and 
pointing reference. In the second case listed above, the 
mouse point alone is ambiguous. In the third case, the 
point gesture has no immediate referent. When pointing 
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gestures are used in the context of natural language dia- 
logue, several knowledge sources can be applied to the 
problem of identifying the intended referent. The 
CUBRICON methodology for referent resolution is dis- 
cussed in the next section. 

5 Referent Resolution Methodology 

CUBRICON uses the several knowledge sources dis- 
cussed in Section 3 when determining the referent of a 
combined natural language and pointing reference. For 
“ill-formed” expressions in which the interpretation of 
the NL is inconsistent with the object(s) touched by the 
point and those expressions which apparently have a null 
reference (e.g., the user points at an empty area), 
CUBRICON infers the intended referent according to 
the methodology discussed at the end of this section. 
The following examples illustrate the CUBRICON meth- 
odology. 

The first example depends primarily on the use of the 
task domain knowledge represented in the knowledge 
base as well as the ancillary graphical discourse focus list 
(refer to Section 3.3). 
USER: “What is the name of this <point> airbase?” 
When the phrase “this <point> airbase” is parsed, the 
system uses the point coordinates to determine which 
icons are touched by the point. The virtual display is 
then searched in order to retrieve the semantic network 
nodes representing the objects which were graphically 
displayed by the “touched” icons. Within the knowl- 
edge base, the system has a representation of the cate- 
gory to which each object belongs as well as a 
representation of the airbase concept. From the hierar- 
chy of the knowledge base, the system determines which 
of the objects selected by the point gesture are airbases 
and discards the others. If the user has pointed at a 
minimum of one airbase, then the system uses this 
(these) airbase instance(s) as the referent of the dual- 
media noun phrase. Discussion of the situation in which 
the user has pointed at no airbases is deferred to the end 
of the section. 

The second example entails the use of the syntax and 
semantics of the sentence processed thus far, along with 
the knowledge base, to determine the referent of the 
phrase “this <point>“. Here the concept of “mobility” is 
the critical item of information . 
USER: “What is the mobility of this <point> ?” 
From the virtual display, the system retrieves the objects 
represented by the icons which were touched by the 
point gesture. From the syntax of the noun phrase “the 
mobility of this <poinu” and the semantics of the word 
“mobility” as represented in the knowledge base, the 
system deduces that mobility is a property (as opposed to 
a subpart or some other possible relation that could exist 
between the concepts mentioned) of the object men- 
tioned in the prepositional phrase. The system then de- 
termines which of the objects selected by the point 
gesture have a property called mobility by consulting the 
knowledge base. The other objects selected by the point 
are discarded. The resulting set is used as the referent 
of the phrase “this <point>“. 

In the next example sentence, the case frame plays 
an important role in referent determination. 

USER: “Are these battalions <point>, <point+ <point>, 
based here <point> ?” 
In order to determine the interpretation of the phrase 
“here <point>“, the use of the case frame for the verb 
phrase “is based” is necessary. If we consider the phrase 
“here <point>” alone, the interpretation is unclear. 
Should it be a location represented by a pair of coordi- 
nates, or should it be some institution at the location 
indicated by the deictic reference? The case frame of 
the verb phrase “is based” provides the necessary infor- 
mation. This case frame requires an agent and an ob- 
ject. The object must be an institution with which the 
agent is (or can be) officially affiliated. The knowledge 
base provides information concerning what types of enti- 
ties are based at what types of facilities or institutions. 
Thus the phrase “here <point>” of the example sentence 
is interpreted as the institution at the location specified 
by the <point> due to the constraints of the verb’s case 
frame. If the user’s point gesture touches no graphic 
icon, then the system infers the intended referent, as 
discussed in the next paragraph. 

In the above paragraphs, we deferred discussion of 
the event in which the interpretation of natural language 
together with the point reference results in an apparent 
null referent. This event can occur in two ways: (1) the 
user’s point touches at least one icon, but it (they) is 
(are) inconsistent with the natural language expression 
(e.g., the user says “airbase” but points to a SAM) or 
(2) the user points at a location on the display which 
contains no objects. CUBRICON includes methodology 
to infer the intended referent in both of these situations. 
CUBRICON uses the information from the sentence 
parsed and interpreted thus far as filtering criteria for 
candidate objects. The system searches in the vicinity of 
the location of the user’s point to find the closest ob- 
ject(s) that satisfy the filtering criteria. If one is found, 
then the system responds to the user’s input (e.g., com- 
mand for action, request for information), but also indi- 
cates to the user that the object to which he pointed was 
not consistent with the natural language phrase that he 
used and states the inferred referent. In the event that 
no qualified object is found in the vicinity of the user’s 
point, then an appropriate response is made to the user 
with a request for him to restate his input. 

The methodology described in this section provides 
CUBRICON with the ability to determine the referent of 
expressions that consist of natural language and pointing 
gestures. This methodology handles both well-formed 
expressions as well as expressions in which the user’s 
point is inconsistent with the accompanying natural lan- 
guage- 
6 Multi-Media Reference Generation 
CUBRICON has the ability to intelligently use combined 
pointing and natural language references when respond- 
ing. The system currently points at an object displayed 
on a CRT by blinking the object. We are considering 
other pointing techniques such as displaying a blinking 
arrow that points to the desired object and displaying a 
blinking circle around the desired object. The algorithm 
that CUBRICON uses to generate an expression for a 
given entity is as follows: 

1. if the entity to be expressed is the most salient one 
of its gender and number according to the dis- 
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course focus list, then express the entity with a 
pronoun of the appropriate gender, number and 
case. 

2. else if the entity to be expressed is currently dis- 
played on one of the CRTs (determined by con- 
sulting the virtual display), then express the entity 
by the natural language phrase “this XXXX” with 
simultaneous “pointing” to the entity on the dis- 
play * The name for the entity represented by 
“XxXx” is selected from the name of the basic 
level category [Peters & Shapiro, 19871 to which 
the entity belongs. 

3. else if the entity to be expressed is the most salient 
one of its kind according to the discourse focus 
list, then express the entity with the definite deter- 
miner “the” followed by the name of the class. 

4. else generate the most specific reference possible 
for the entity. 

7 Current Status and Future Direction 

The work discussed in this paper has been implemented 
in the CUBRICON system. Our current discrete speech 
recognition system will be replaced by a continuous 
speech recognition system in the near future. When this 
change occurs, we anticipate that we may need a more 
sophisticated method of coordinating the timing of the 
individual words of an input sentence with the user’s 
mouse-pointing gestures. We anticipate two possible 
problems: (a) accounting for the “speech recognition 
delay” (the delay between the time a word is spoken and 
the time it is available to the processor) since mouse- 
point gestures entail no delay and (b) the occurrence of 
pointing gestures that are not expressed by the user in 
coordination with their corresponding natural language 
phrase (if it exists). 

Additional work needs to be done on the question of 
when the system should generate a reference in com- 
bined natural language and pointing. Generation of such 
references should depend on a variety of factors such as: 
the modality of the user’s input, the level of complexity 
or clutter on the graphics display, the level of sophistica- 
tion of the user, and attributes of the discourse context 
such as the number of t imes a given entity has recently 
been referenced. 

8 Summary 
Multi-modal communication is common among humans. 
People frequently supplement natural language commu- 
nication with simultaneous coordinated pointing gestures 
and drawing on ancillary visual aids. Such multi-modal 
communication can be used very effectively for huma- 
computer dialogue also. The Intelligent Multi-Media In- 
terface Project [Neal & Shapiro, 19881 is devoted to the 
development of intelligent interface technology that inte- 
grates speech, natural language text, graphics, and point- 
ing gestures for human-computer dialogues. This paper 
focused on the use of deictic pointing gestures with si- 
multaneous coordinated natural language in both user 
input and system-generated output. We discussed sev- 
eral critical knowledge types that are used during multi- 
media language understanding and generation: (1) task 
domain knowledge, (2) dual-media language knowl- 
edge, (3) sentential syntax and semantics, and (4) the 
discourse context. A referent resolution methodology 

for processing dual-media input references was dis- 
cussed. This methodology handles the synergistic mu- 
tual disambiguation of simultaneous natural language 
and pointing as well as inferring the referent(s) of incon- 
sistent NL/pointing expressions and expressions that 
have an apparent null referent. We also presented a 
methodology that supports context-sensitive generation 
of deictic dual-media references based on the above 
knowledge sources. The work discussed in this paper 
has been implemented in the CUBRICON system. 
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