
HEDIC -- A MEDICAL EXAiiPLE OF SNePS 

by Diana \-febster 

1. INTRODUCTION 

MEDIC is an interactive medical question-answering system 

which deals mainly with facts about hemophilia. The facts are 

stored in a semantic network. The system is designed for 

information retrieval (involving some inference and logic) 

rather tha~ as a diagnostic system. That is, one cannot give 

the system a list of symptoms and then inquire what type of 

disease is present. However, the user can ask questions about 

certain symptoms of a particular disease and then surmise ~hat 

a patient having these symptoms has that particular disease. 

A sample session with MEDIC will show the type of statements 

which can be stored and the type of questions which can be 

asked. In the example below, lines beginning with the 

prorapt are typed by the user. All other entries are output by 

MEDIC. Further dialogues with MEDIC are given in Appendix G. 

The processine times are given milliseconds. 
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---·-------------------------------------------------------------- 
SYSTEM 1.3 AUGUST 28, 1979 

----------------------------------------------------------------- 
MEDIC IS A MEDICAL QUESTION ANSUERING SYSTEM WITH A DATA BASE OF 
HEMOPHILIA INFORMATION. YOU MAY ASK A QUESTION, I.E. 

IS COAGULATION TIME NORMAL IN MODERATE HEMOPHILIA? 
OR YOU NAY ADD INFORMATION TO THE SYSTEM, I.E., 

COAGULATION TIME IS NORMAL IN HEMOPHILIA. 
TO END THE SESSION, JUST HIT CARRIAGE RETURN OH TYPE 

BYE (WITH A SPACE AFTER BYE) 
AND HIT THE CARRIAGE RETURN. 
----------------------------------------------------------------- 
PLEASE ASK A QUESTION OR ENTER NEW HEMOPHILIA INFORMATION 

*WHAT SYMPTOMS ARE COMMON IN HEMOPHILIA? 

PROCESSING SENTENCE 

EPISTAXIS IS COMMON IN HEMOPHILIA • 
HEHATURIA rs COMMON IN HEMOPHILIA • 
LARGE DISSECTING I~TRAMUSCULAR HEMATOMAS ARE COMMON IN HEMOPHILIA. 
HE~ARTHROSIS IS COMMON IN HEMOPHILIA. 

PROCESSING TIME= .6090000000000E4 

PLEASE ASK A QUESTION OR ENTER NEU HEMOPHILIA INFORl1ATI0N 
*WHAT SYMPTOMS ARE COMMON IN VON WILLEBRAND'S DISEASE? 

PROCESSING SENTENCE 

EPISTAXIS IS COMtION IN VON WILLEBRAHD'S DISEASE. 
MENORRHAGIA IS COMMON IN VON WILLEBRAND'S DISEASE. 
BRUISING IS COMMON IN VON WILLEBRAND'S DISEASE • 

PROCESSING TIME= .7258000000000E4 

PLEASE ASK A QUESTION OR ENTER NEW HEMOPHILIA INFORMATIOH 
*WHAT LAB TESTS ARE NORMAL IN HEMOPHILIA? 

PROCESSING SENTENCE 

ONE-STAGE PROTHROMBIN TIME TEST IS NORMAL IN HEMOPHILIA. 
THROMBIN TIME IS NORMAL IN HEMOPHILIA • 
BLEEDING TIME IS NORMAL IN HEMOPHILIA. 
PLATELET COUNT IS NORMAL IN HEMOPHILIA. 
PROTHROMBIN CONSUMPTION TEST IS NORMAL IN HEMOPHILIA • 
COAGULATION FACTOR-RELATED AHTIGEU HAY BE NORMAL IN HEMOPHILIA • 



- 3- 

FIBRINOLYSIS IS NORMAL IN HEMOPHILIA. 
PROTHROMBIN CONSUMPTION TEST IS NORMAL IN MILD HEMOPHILIA. 
CLOTTING TIME OF WHOLE BLOOD MAY BE NORMAL IH MILD HEMOPHILIA. 
COAGULATION TIME IS NORMAL IN MILD HEMOPHILIA • 
COAGULATION TIME IS NOR~AL IN MODERATE HEMOPHILIA. 
PTT IS NORMAL IN SUB HEMOPHILIA • 

PROCESSING TIME= .5936000000000E4 

PLEASE ASK A QUESTION OR ENTER NEW HEMOPHILIA INFORMATION 
*BLEEDING FROM MUCOUS MEMBRANES IS COMMON IN VOH WILLEBRAND1S 

DISEASE. 

PROCESSING SENTENCE 

SENTENCE STORED AS THE FOLLOWING NODE M112 
(H112 (SYMPTOM (BLEEDING FROM MUCOUS MEMBRANES)) (FREQUENCY 
(COMMON)} (TYPEDIS (M65))) 

(M65 (DISTYPE (PLAIN)) (DISEASE (VON WILLEBRAND'S DISEASE))) 
(DUMPED) 

PROCESSING TIME= .2088000000000E4 

PLEASE ASK A QUESTION OR ENTER NEW HEMOPHILIA INFORMATIOH 
*WHAT SYMPTOMS ARE COMMON IN VON WILLEBRAND'S DISEASE? 

PROCESSING SENTENCE 

EPISTAXIS IS COMMON IN VON UILLEBRAND'S DISEASE. 
MEHORRHAGIA IS COMMON IN VON WILLEBRAND'S DISEASE. 
BRUISING IS COMMON IN VON WILLEBRAND'S DISEASE. 
BLEEDING FROM MUCOUS MEMBRANES IS COMMON IN VON WILLEBRAND'S 
DISEASE. 

PROCESSING TIME= .32oaoooooooooE4 

PLEASE ASK A QUESTION OR ENTER NEW HEMOPHILIA INFORMATION 
*HEMORRHAGE INTO FOREARM MUSCLE MAY CAUSE NERVE COMPRESSION IN 

* THE ARM IN HEMOPHILIA. 

PROCESSING SENTENCE 

SENTENCE STORED AS THE FOLLOWING NODE M77 
(M77 (PROXCAUSE (HEMORRHAGE INTO FOREARM MUSCLE)) (MODAL (MAY)} (SYMPTOM 
(NERVE COMPRESSION IN THE ARM)) (TYPEDIS (M1))) 

(M1 (DISTYPE (PLAIN)) (DISEASE (HEMOPHILIA))) 
(DUMPED) 
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PROCESSING TIME= .2216000000000E4 

PLEASE ASK A QUESTION OR ENTER NEW HEMOPHILIA INFORMATION 
*NERVE COMPRESSION IN THE ARM HAY CAUSE LOSS OF USE OF THE HAND 

* IN HEMOPHILIA. 

PROCESSING SENTENCE 

SENTENCE STORED AS THE FOLLOWING NODE H78 
(M78 (PROXCAUSE (NERVE COMPRESSION IN THE ARM)) (MODAL (MAY)) (SYMPTOM ( 
LOSS OF USE OF THE HAND)) (TYPEDIS (M1))) 
(Ml (DISTYPE (PLAIN)) (DISEASE (HEMOPHILIA))) 
(DUMPED) 

PROCESSING TIME= .33140DOOOOOOOE4 

PLEASE ASK A QUESTION OR ENTER NEW HEMOPHILIA INFORMATION 
*NERVE COMPRESSION IN THE ARM MAY CAUSE GANGRENE OF THE FINGERS IN 

5 HEMOPHILIA. 

PROCESSING SENTENCE 

SENTENCE STORED AS THE FOLLOWING NODE N79 
(M79 (PTIOXCAUSE (NERVE COMPRESSION IN THE ARM)) (MODAL (MAY)) (SYMPTOM ( 
GANGRENE OF THE FINGERS)) (TYPEDIS (M1))) 
(M1 (DISTYPE (PLAIN)) (DISEASE (HEMOPHILIA))) 
(DUMPED) 

PROCESSING TIME= .3379DOOOOOOOOE4 

PLEASE ASK A QUESTION OR ENTER NEW HEMOPHILIA INFORMATION 
*WHAT MAY CAUSE GANGRENE OF THE FINGERS IN HEMOPHILIA? 

PROCESSING SENTENCE 

NERVE COMPRESSION IN THE ARM MAY CAUSE GANGRENE OF THE FINGERS IN 
HEHOPHILIA • 
HEMORRHAGE INTO FOREARM MUSCLE CAUSES GANGRENE OF THE FINGERS IN 
HEMOPHILIA . 

PROCESSING TIME= .7841000000000E4 

PLEASE ASK A QUESTION OR ENTER NEW HEMOPHILIA INFORMATION 
*WHAT CAUSES LOSS OF USE OF THE HAND IN HEMOPHILIA? 

PROCESSING SENTENCE 
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NERVE COMPRESSION IN THE ARH MAY CAUSE LOSS OF USE OF THE HAND IN 
HEMOPHILIA. 
HEMORRHAGE IHTO FOREAR~ MUSCLE CAUSES LOSS OF USE OF THE HAND IN 
HEMOPHILIA. 

PROCESSING TIME= .1941000000000E4 

PLEASE ASK A QUESTION OR ENTER NEW HEMOPHILIA INFORMATION 
*BYE 

----------------------------------------------------------------- 

The data initally entered into the system were selected 

from data provided by E. R. Gabrieli, M.D. of E.J. Meyer 

Memorial Hospital. Further data were obtained from books on 

hemophilia by Lewis, etal. [5], Hilgartner (4], and Biggs [2]. 

Facts about Von Willebrand's disease, a coagulation disorder, 

have also been added to the network. The system can accomodate 

data about any type of disease, provided the data is in the 

appropriate form, and the lexicon is extended accordingly. All 

the statements which were parsed (i.e., accepted as gramma- 

tically correct) and stored in the SNePS network, HEMONET, are 

listed in Appendix F. Also in Appendix Fare the questions 

which have so far been parsed along with their answers. 

The system consists of the following najor conponents, each 

of which reflects various choices regarding the allowable data 

its format and representation: 

The lexicon, which consists of the allowed words and 
sone of their possible usages. 
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The semantic (SNePS) network, HEMOHET, consisting of 
all the data structures that represent sentences 
and deduction rules. 

The augmented transition network (ATN) grammar, which 
defines the allowable structure and treatment for 
valid statements and questions, and is used to 
build data representations for statements and 
natural language answers to questions. 

Each of these conponents will be discussed separately, in 

detail, later. Of secondary importance is the front-end, which 

acts as the interface between the user and the rest of the 

system. This interface is standard, with no innovative human 

engineering, and will be discussed in Appendix A, The Users' 

Manual. 

The system operates in an ALIS? environment using several 

files of ALISP functions for suppport. These files are: 

MED - Top-level functions which serve as a 
front-end to the system. Appendix I 
contains a listing of the code for 
these functions. 

PARSER - functions which utilize the augmented 
transition network gramnar to determine 
the validity of input sentences and 
call SNePS functions to manipulate the 
data network. (See Bates [1].) 

SNEPS - functions which construct, find or change 
parts of semantic network. (See Shapiro 
[ 8 ] . ) 
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DTFER 
MATCH 
HULTI 

- use~ to invoke inference rules and trace 
their deduct.ion. 

Of course, the usefulness of such systems as PARSER and 

SNePS weighed heavily in the decision to build the system MEDIC 

along the lines we will describe. 
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2. LEXICON 

A meaningful natural language sentence consists not merely 

of words, but of words which fit together in a proper way. So 

our lexicon is not just a list of words. Each word has an 

associated list of "features", most of which reflect how that 

word can be used or even what it means (analogous to standard 

dictionary entries -- word, grammatical category, definition, 

etc.). Such features indicate case or categorical restrictions 

which define or delimit the word. One type of restric~ion is 

the superficial grammatic or syntactic one. E.g., words can be 

nouns, adjectives, etc., or subjects, objects, etc. Thus the 

grammar would contain rules which require each statement to have 

a subject and a verb, or each preposition to have an object. 

Unfortunately, syntactic grammars tend to accept many 

synta~tically correct but meaningless sentences. As expected, 

Venipuncture safe in hemophilia. 

Prothrombin consumption test in is. 

would both set rejected syntactically. But practically any 

English sentence can be made nonsensical (though syntactically 

correct) by changing a word while fixing the syntactic category, 

as: ' 



- ~- 

Trauma causes hematuria in hemophilia. 

Trauma causes infants in hemophilia. 

This last statement is nonsensical (as opposed to merely false) 

in that the meanings (or semantics) of the words are in 

conflict. 

In order to avoid such sentences, we could use a semantic 

grammar, introducing deeper case information which reflects the 

semantics "sufficiently" {We do not try to capture the entire 

meanings of words.) and making the grammatical rules take these 

semantic cases into account. (Ue should point out here that our 

use of the word "case" is consistent with the current!~ popular 

general sense discussed by Bruce [3, p. 336]: "A case is a 

relation which is 'important' for an event in the context in 

which it is described." In our situation, a simpler definition 

is more appealing: 

the sentence.) 

The case indicates the role of the word in 

In general, a semantic grammar is practical only when the 

domain of discourse is rather narrow. Since we are tightly 

restricted here to the realm of hemophilia (and some related 

diseases), semantic cases are both natural and useful. Some 

of these cases are disease, laboratory test and laboratory 

result. An example of the type of restriction imposed by the 

semantic graumar is that every laboratory result must be asso- 

ciated with a laboratory test. Of course, the semantic approach 

allows relationships between sentences to be discerned, thus 



improving question-answering. The cain disadvantage is that 

senantic grammars·tend to be larger than those syntactic 

gramamrs which accept the same sentences (1]. 

The grammar adopted in MEDIC uses a blend of syntactic and 

semantic cases and will be discussed in the formal context of 

ATNs in Section 4. Our lexicon retains the needed case 

information v~a the feature CTGY. As an example, consider the 

sentence 

Prothrombin consumption test is normal in mild hemophilia. 

"Prothrombin consumption test" plays the role of a laboratory 

test, "normal" the role of a laboratory result, "mild" the role 

of the type of disease and "hemophilia" the role of the disease. 

This role (case) information is stored in the lexicon (and 

thereby available to the PARSER functions) in the following 

form: 

(HEMOPHILIA ((CTGY,DISEASE) (NUM,SING) 

(IS ((CTGY,V) (ROOT,BE) (TENSE,PHES))) 

(MILD ((CTGY,DISTYPE))) 

(NORMAL ((CTGY,LABRES))) 

(PHOTHROMBIN/ CONSUMPTION/ TEST ((CTGY,LABTEST) (NUM,SIHG))) 

(FTR,INANIM))) 

The CTGY feature allows data to be partitioned into tabular 

form: 
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Lab test Lab result Type of disease Input Statement ..;r _ 

Prothrombin 
consumption 
test 

n o r ra a I n i Ld h e no ph Ll La Prothrombin consuraptio: 
is normal in mild 
hemophilia • 

PTT variable 
. 

nild hemophilia PTT is variable in 
mild hemophilia. 

Thrombin 
time 

normal hemophilia Thrombin time is normal 
in hemophilia. 

Our syntactic cases are presuned to be familiar. Our semantic 

cases are shown below with sample words for each case. 

Labtest -- PTT, Coagulation time 

Labresult -- abnormal, normal 

Sywpto~ -- fever, petechiae 

Frequency c o nmo n , rare, cyclic 

Proxcause hematomas, trivial trauma 

Proxcond -- bleeding tendency, antibodies against 
Factor VIII, start of intensive 
physiotherapy 

Disease hemophilia, Von Willebrand's disease 

Distype nild, moderate, severe 

Treatment -- analgesic, anticoagulants 

Reconnendation -- safe, hazardous 

Temprel -- in, after 

Age -- children, adolescents 

There is one group of CTGY's, the idiom related ones, which 

lie sonewhere between the syntactic and semantic cases. These 

CTGY's arise froo the fact that a phrase, rather than just a 
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single word, is often used to represent a concept. They allow 

words to be amalgamated into one graumatical unit, due to the 

overall semantics. For example, several words are used to 

describe a lab test like "prothrombin consumption test". The 

corresponding lexical entry would be: 

(PROTHROUBIN/ CONSUMPTION/ TEST ((CTGY,LABTEST) (NUM,SING))) 

The category feature of prothrombin consumption test is given as 

lab test in the lexicon and is in singular (as opposed to 

plural) form. The slashes(/) allow ALISP to read the phrase 

''prothrombin consumption test" as a whole instead of as three 

separate words. Such phrases are called idioms and are treated 

internally as if they were single words, essentially as noun 

phr2ses. So at any point in a sentence where a noun (synptom, 

lab test, treatment, etc.) is expected, an idiom could occur and 

will be investigated as a possibility (via the idiom subgrammar 

to be discussed in Section 4). The lexicon provides the infer- 

mation about whether words are beginnings, middles or ends of 

idiom phrases. Each completed idiom is also in the lexicon with 

its appropriate features. The lexical entries for "prothrorabin 

consumption test" and its idiom-components are: 

(CONSUMPTION ((CTGY,IDIOMHID))) 

(PROTHROMBIN ((CTGY,IDIOMBEG)) 
((CTGY,IDIOMMID))) 

(PROTHROMBIN/ CONSUMPTION/ TEST ((CTGY,LABTEST) (~Ul1,SING))) 

(TEST ((CTGY,IDIONEND)) 
((CTGY,LABTEST) (NUM,SING) (ROOT,LAB/ TEST))) 
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Another interes~ing feature which is attached to a word is 

ROOT. ROOT is used for handling synonyms. All synonyms 

will be stored in the SNePS network as one particular word. An 

example is the phrase "partial thromboplastin time", which is 

another way of saying "PTT". So, the entry for "partial 

thromboplastin tine" in the lexicon is: 

(PARTIAL/ THROMBOPLASTIN/ TIME ((CTGY,LABTEST) (NUM,SING) 
(ROOT,PTT))) 

HOOT is used for dealing with a word which has several (legal) 

spellings like "hemophilia" and "haecophilia". Their lexical 

entries are: 

(HAEMOPHILIA ((CTGY,DISEASE) (ROOT,HEMOPHILIA))) 

(HEMOPHILIA ((CTGY,DISEASE) (NUM,SING) (FTR,INAMIM))) 

ROOT is also used in a more customary way, namely to store the 

root of a verb. The word "are" has "be" stored as its root. 

Its lexical entry is: 

(ARE ((CTGY,V) (ROOT,BE) (TENSE,PRES) (TRANS,T) (INTRANS,T))) 

Note that if a ROOT is not given for a word, the word itself is 

assumed to be the ROOT. 

Our lexicon (see Appendix E) contains about 400 words, 

along with their associated features. Of course, it does 

not contain all the words that might be used in discussing 
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hemophilia. When~ word, say XXX, in the input sentence is 

not in the lexicon, the message: 

"XXX NOT IN DICTIONARY" 

is output. The word along with appropriate features would 

have to be added before the sentence would be acceptable. 
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3. SEMANTIC (SNePS) NETWORK 

As we indicated in Section 1, each statement in our data 

base is stored as a semantic network. The network representing 

a statement is most easily visualized as a directed graph with 

labeled arcs (called descending arcs in SNePS). {For clarity, 

we suppress the other types of arcs when possible.) Terminal 

nodes (called atomic constants) represent individual words in 

the sentence. Each such node is designated by the word it 

represents. Nonterminal nodes (called molecular constants) 

represent word groups, namely phrases and sentences. These 

nodes are denoted via symbols of the form Hx where x is an 

integer. The arcs emanating from a molecular node Mx point to 

the nodes which are its components or constituents. The labels 

on these arcs specify the role (case) that the indicated 

constituent plays in the group of words represented by Mx. 

As an example, consider the statement "PTT is variable 

in mild hemophilia." It is represented in our data base by 

the graph 
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LABTEST 

~ 

LABRES TYPEDIS 

VARIABLE 

DISTYPE .; DISEASE 

HEHOPHILIA 

or by the lists 

(M19 (LABTEST (PTT)) (LABRES (VARIABLE)) (TYPEDIS (M3))) 

(M3 (DISTYPE (MILD)) (DISEASE (HEMOPHILIA))) 

as produced by the SNePSUL DESCRIBE function [8]. 

We should note that if a sentence is input with an 

unmodified disease phrase, as in 

Petechiae is rare in hemophilia. 

a molecular structure is still built tc represent the type of 

the disease, with the word "plain" assigned as the default 

DISTYPE. Thus the.wprd "hemophilia" is viewed as a phrase 
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"plain hemophilia". Graphically, it becomes 

DISTYPE 

~ 

"Plain hemophilia" can thus be processed like other types of 

hemophilia with the same deduction rules and ATN grammar.· A 

plain disease is treated only as a special case when forming the 

structure (if the disease had no Dodifier, put "plain" in as the 

uodifier) and in sentence generation (if the modifier is "plain", 

suppress modification). 

The SNePS system is also used to build temporary variable 

and pattern structures during question-answering. SNePS employs 

so-called auxiliary arcs to distinguish between constant nodes, 

as in the example above, and variable nodes, as in the following 

network built to find answers to "What lab tests are abnormal in 

severe hem;philia?": 
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WHAT--- 

:VAR 
I 
I 

'f 
T 

DISTYPE DISEASE 

The Tx's denote temporary molecular nodes. :VAL and :VAR 

are auxiliary arcs which identify "WHAT" as the name of a 

variable atomic node ,(See [8] for a more thorough d f scu s s L'o n , ) 

In Section 4 we will see bow such pattern networks are oatched 

within the data base to answer questions. 

Our semantic network also contains deduction rules, which 

are meta-sentences in the sense that they express relationships 

between types of statements, rather than expressing medical 

facts. The SNePSUL version of each rule is presented below 

followed by its English version and an explanation of how the 

rule is used in question-answering. Note in advance that these 

rules use bound variable nodes as in predicate calculus. These 

nodes are preceded by dollar signs($) in quantification and by 

asterisks (*) for later references. 
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RULE 1 -- 

(BUILD AVB ($X $Y $Z) 
AHT (BUILD MIN 1 MAX 3 

ARG ((BUILD LABTEST ~x LABRES VARIABLE 
TYPEDIS (BUILD DISTYPE *Y DISEASE *Z)) 

(BUILD LABTEST *X LABRES PROLONGED 
TYPEDIS (BUILD DISTYPE 0y DISEASE *Z)) 

(BUILD LABTEST *X LABHES REDUCED 
TYPEDIS (BUILD DISTYPE ~y DISEASE *Z))) 

CQ {BUILD LABTEST *X LABRES ABNORMAL 
TYPEDIS (BUILD DISTYPE *Y DISEASE *Z))) 

If a particular laboratory test X has a laboratory result 

of variable, or a laboratory result of prolonged, or a 

laboratory result of reduced (in any particular disease), then 

the laboratory test X has an abnormal laboratory result (in that 

disease). 

This rule would be used for questions like: 

What lab tests are abnormal in mild heuophilia? 

(i.e., What lab tests have abnormal lab results in mild 

henophilia?). 

The rule defines what laboratory results fall into the range of 

abnormality. 

RULE 2 -- 

(BUILD AVB {$V $W $X $Y $Z) 
&ANT ((BUILD PROXCAUSE *V SYMPTOM *W 

TYPEDIS (BUILD DISTYPE *Y DISEASE *Z)) 
( BUILD PROJ{CAUSE ~:1,1 SYi--IPT01"1 «x 
TYPEDIS (BUILD DISTYPE *Y DISEASE *Z))) 

CQ (BUILD PROXCAUSE *V SYllPTOM *X 
TYPEDIS (BUILD DISTYPE *Y DISEASE 5Z))) 
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is interpreted as 

If a condition V causes symptom W (in a particular disease) 

and if a condition W causes symptom X (in that disease), then 

the condition V causes symptom X (in that disease). 

This rule reflects the transitivity of the causal relationship. 

This rule would be invoked if a question such as the 

following were asked: 

Does V cause X? 

where we know V causes Wand W causes X. 

An example from the data base is the following. (Part of 

this example was given in the sample session with MEDIC in the 

Section 1.) Suppose that the following statecents have already 

been stored in the systeu. 

Hemorrhage into the forearm muscle uay cause 
nerve compression in the arm in hemophilia. 

Nerve colipression in the arm may cause loss of 
use of the hand in hemophilia. 

Nerve compression in the arm may cause gangrene 
of the finGers in hemophilia. 

Then the responses: 

Hemorrhage into the forearm muscle causes 
loss of use of the hand in hemophilia. 
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or 

Nerve compression in the arm causes 
loss of use of the hand in hemophilia. 

will be given in reply to the question: 

What may cause loss of use of the hand in hemophilia? 

Since we have the above rule, an answer can be determined 

by the deduction system. Without the rule, the answer to the 

question would be: 

"ANSWER NOT FOUND" 

RULE 3 -- 

(BUILD AVB ($W $X $Y $2) 
&ANT ((BUILD PHOXCAUSE ~W SYMPTOM *X 

TYPEDIS (BUILD DISTYPE *Y DISEASE *Z)) 
(BUILD PROXCAUSE *W FREQUENCY COMMON 
TYPEDIS (BUILD DISTYPE *Y DISEASE *Z))) 

CQ (BUILD SYMPTOM *X FREQUENCY COMMON 
TYPEDIS (BUILD DISTYPE *Y DISEASE *Z))) 

is interpreted as 

If w causes symptom (in a particular disease) and if 

W is common (in that disease), then symptom is common 

(in that disease). 
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RULE 4 -- 

(BUILD AVB ($W $X $Y $Z) 
&ANT ((BUILD PROXCAUSE *U SYMPTOM *X 

TYPEDIS (BUILD DISTYPE *Y DISEASE *Z)) 
(BUILD SYMPTOM *X FREQUENCY RABE 
TYPEDIS (BUILD DISTYPE *Y DISEASE *Z))) 

CQ (BUILD PROXCAUSE *W FREQUENCY HARE 
TYPEDIS (BUILD DISTYPE *Y DISEASE *Z))) 

is interpreted as 

If W causes symptom X (in a particular disease) and if 

symptom X is rare (in that disease) then U is rare (in 

that disease). 
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4. THE AUGl-IEi-.I'rED TTIAlJSITIO~J IJETtlOHK 

The ATN in this project parses natural language statenents 

and questions and generates natural language sentences. Ve 

chose to describe the grammar used in MEDIC via an ATU because 

of the well-known ATH attributes: perspicuity, generative power, 

efficiency of representation and operation, and ability to 

capture linguistic regularities and ceneralities [1]. These 

attributes have stimulated wide (in fact, dowinant) usage of 

grammars in natural language understanding and question- 

answering systems. Consequently, many systems are now available 

to support the ATN user -- PARSER and SNePS in the present 

case. Our primary sources of infornation about ATHs were a 

paper by Woods [10] and the excellent sum2ary by Bates [1]. 

Gener2.tion fror,; a netuork is discussed in two articles by 

Shapiro [7 and 8). 

Our ATN can be depicted as a directed multi3raph gith 

labeled states and ordered labeled arcs. There is a specified 

start state, s, and set of possible final states. Moreover, 

each arc is auguented by a test and set of subsequent actions. 

llonteruinal PUSH arcs allow recursion, uhile augmentation allows 

context-checking and side effects, anong other things. 

As an example, consider the following two arcs emanating 
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from one of the nodes in our ATH (There are three other arcs 

that are not shown here.). 

(?OS-DISEASE 

(CAT DISEASE (NULL (GETR DISTYPE)) 

(SETH DISTYPE 'PLAIN) (SETH DISEASE*) 

(TO DISEASE-POP1)) 

(PUSH FIRST-OF-IDIOM T (SETH IDIOM ii) (JUMP POS-NOUN))) 

The graphical representation would be 

CAT DISEASE 
TO 

Check for DISTYPE. 
If none, DISTYPE := ttPLAIHtt 
and DISEASE:= current word. 
Otherwise, test fails. 

PUSH FIRST-OF-IDIOH 
TC 

POS-NOUN 

Aluays put IDIOr; 
in i~-register. 

Here, parsing has arrived at a POSsible DISEASE. If the current 

word has CATegory DISEASE and the te3t succeeds, then the upper 

arc is traversed and the indicated actions are perforsed. 
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Otherwise, the network is restarted at the FIRST-OF-IDIOM state 

and if an !DION can be completed, it is saved uhile the lower 

arc is traversed, after which execution JUIJPs to the P0Ssible 

NOUN state (without consuming any more of the input string). 

The graphical diagrams of Appendix C will provide a sinilar 

picture of the ATH grammar (sans augmentation, as per the usual 

convention) for MEDIC, while Appendix D shows the actual grammar. 

Here we will be content with a brief' discussion of some of the 

principles on which the grammar was based. 

The overall parsing procedure can be suamarized as follows. 

Each input sentence is "prepared" by deleting all punctuation 

prior to parsing and by arranging the words in a list. The 

systera then tries to parse the sentence as a question. If 

successful, a natural language answer (if any) is output. 

Otherwise, the systew tries to parse the sentence as a statement. 

A successful parse builds a semantic network representation of 

the information in the statement (In fact, the building proceeds, 

in a register called FR.Arm, p a r a Ll e I to (or as part of) the 

parsing, via the augmented actions.). If this parse fails, the 

system responds 

nE1\ITRY DOES NOT PARSE". 

Since statement parsing can be discussed nore easily at this 

juncture, it e llill discuss it first. The parsing of a statement 

is based on the assuraption that certain types of words or phrases 
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will occur in certain locations, relative to each other. Thus 

sentences are expected to be structured according to various 

syntactic and seuantic pri11ciples, as discussed in Section 2. 

The syntactic principles are those of standard English, e.g., 

A noun phrase (as subject of a statement) will usually 
occur at the beginning of a statecent and before 
the verb. 

Prepositional phrases may occur anywhere in a statement. 

Adverbs may occur anywhere ib a statement after 
the subject. 

Predicate adjectives occur after a verb. 

The semantic principles derive from our case distinctions, and 

are much more powerful and restrictive, e.g., 

If a lab result entry is encountered in a sentence, 
there must also be a lab test entry in the sentence. 

If the verb "causett is in the sentence, then 
a PROXCAUSE entry or PROXCOND entry must occur in 
in the sentence. 

For example, these principles allow the following types of 

statements to be parsed: 

Some lab test has some lab result in some disease. 

Some sy~ptom is soae frequency in ~oue disease. 

Sooa condition causes some syuptom in some disease. 

Some treatment has some reco~sendation in sone 
disease. 

One interesting feature of the ATN is the idiom subnetwork 
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to uhich we alluded in Section 2. At any point in the p~rsing 

where an idiom is allowed, there will be a PUSH arc for the 

FIRST-OF-IDIOU state (as in the exaLlple at the start of this 

section), which instigates the following procedures: 

Checks to see if the word can be the first word of 
an idiom. 

If so, then is the second word in the phrase a 
middle (not first or last) word of an idiom. 

If not, is the second word i last word of an idiom. 

The checking continues until the word being 
processed is a last word, then idiom-phrase is 
popped, as a whole, back to previous (just after 
the PUSH) point in cocputation. 

Idiom is then checked to see if it is a symptom, 
lab test or whatever is appropriate at that point. 

See the appropriate ATN segments in Appendices C and D for 

further details. 

It is interesting to note that it is possible for a phrase 

to parse within the idiom subnetwork even though the whole phrase 

is not in the lexicon, in which case the phrase will not parse 

in the whole network. For exaDple, the phrase 

fatal forearm fingers 

will parse within the idiom subnetwork because of the idioas, 

"fatal hemorrhage", "hemorrhage into the forearm muscle", and 

"cangrene of the fingers". 
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However, the phrase "fatal forearu fingers" is nonsensical 

and not in the lexicon. The exacple in Appendix I (which 

illustrates the par~ing of a statement with tracing) also 

shows the parsing of an idiom. 

Once a statement has been found to be acceptable, the 

system searches through the data network to see if it 

incorporates new information. If the information is new, 

then a new node representing the st~tement is added to the 

network. This node in fact was built up (in list, not 

SNePS, forn) as the parsing was proceeding and is the 

value of the successful parse. This was accooplished by 

setting appropriate registers via actions on the aros of 

the ATH. For example, if the arc 

(CAT PROXCAUSE T (SETH CASE (COIJCAT 'PROXCASE *)) 

(TO CASE-POP)) 

is traversed as part of a successful parse, the current uord 

(or idiom) is saved as the PROXCAUSE. As an illustration 

of the final building process, consider the statement 

Hematomas uay cause fever in hemophilia. 

Suppose MEDIC has determined 1L to be a valid statement, but 

has not yet built the wolecular SNePS structure. In other 

words, the parse is heading into the FTIAME-POP state. At 

that instant, the register FRAME will contain the list 
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( PROXCI1USE EEI1ATO!·IAS IIOI;AL l:AY SYEPTOU FEVER TYPED IS H1) 

of each appropriate CTGY followed by the word or node of 

that CTGY in the s t a t e me n t , FRAf·1E-POP has a single arc 

emanating from it: 

(FRAHE-POP 

(POP (APPLY FINDORBUILT (GETR FRAME)) T)) 

Thus the ATN pops (returns) either a newly built structure 

which looks like the graph 

DISTYPE 

~ 

DISEASE 

PROXCAUSE 

HEtiATOHAS 

or returns H28 the value of the above structure in the data 

n e t t-: o r le • 

The parsing of a question is based on principles 3inilar 
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to those used for parsing statements (as expected, parts of 

questions are parsed by a sub-network of the arcs also used for 

statement-parsing} •. The types of questions MEDIC can parse and 

answer (if an answer is stored in the network) are: 

True-false questions 
This type of question is usually just a perDutation 
of the words of the original input statement (except 
that the question starts with words like nisn, "does", 
"nay" and nhave". 

What causes some symptom in some disease? 

What is the effect of some condition in some disease? 

What is the result of some condition in soce disease? 

What is the frequency of some symptom in some disease? 

What (which) syEptom is some frequency in some disease? 

What (which) condition causes sone syruptoo in some 
disease? 

wnere the reference to a disease can be omitted. 

As a question is parsed, the critical components of the 

question are saved in a rezister called QFRAME. When the 

parsing of the question is completed, the SNePS deduction 

routines are called to find the answer. For example, let us 

return to the question 

What lab tests are abnormal in severe hemophilia? 

This lc2ds to 

(DEDUCE (Contents of QFHANE)) 


