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1 Introduction not a limitation on the ideas presented herein, rathernit si

Abduction can be viewed as self-questioning, where th lifies some of the discussion. Further, the use of an answer
search for an explanation is analogous to answering a “why Jte(al In reasoning IS assum«{_a@reen, 1969D; Green, 1969a
question. The question is of the forithy P? whereP is While the focus of the paper is on the the relationship betwee

an observation or fact that has come to an agent's attentioUStion answering and abduction, it is necessary to descri
e answer classes specific, generic, and hypotheticadler or

An abductive hypothesis is a possible answer to the questio 2. :
Why P?When abduction is viewed as a type of question anio frame the problem. Sp_ecmp and generic answers are not
swering, abductive hypotheses can be seen as a subisgt of directly relate_d to abd_UCtIOI’_l, it is the class of hypotheadtic
pothetical(or conditional) answers. These answers are com@nswers that s of particular interest.
rised of two components: a hypothesis that is consisteht wi .

gn agent's knowlgdge, but wr}:cr:se validity can not be deter—z':L Specific Answers
mined, and an associated specific or generic answer, whoge Specific or extensionalanswer is a witness that proves
correctness hinges on the validity of the associated hgpoth the truth of an existential hypothesis: it is a ground answer
sis. Hypothetical answering and abductive reasoning ate bo to a question. Specific answers are associated with proofs
ways of coping with incomplete information. The difference in theorem provers, which have often been employed as
between the two lies in the way in which the hypothetical in-question answering frameworfSreen and Raphael, 1968;
formation is employed. In abduction, a reasoner chooses treen, 1969b; Green, 19694 specific answer is associated
believe an abductive hypothesis based on factors such as b&ith a clause containing only answer literals all of whick ar
longing to a set of abducibles and informativeness. In quesground.
tion answering (excepting the case of self-questionirt, t i
answering agent is reasoning in service of a distinct quesé-2 Generic Answers
tioner, and has no reason to adopt or consider the hypothe generic orintensionalanswer is generally associated with
sis associated with a hypothetical answer as an update to itsrule that expresses general properties of classes or group
knowledge base. of objects that satisfactorily answer a question. Genaric a

Itis in the interest of an abductive reasoner to place higheswers have been examined by researchers working in rule
value an abductive hypothesis that is more informative thamasegCholvy and Demolombe, 1986; Cholvy, 1993 well
other abductive hypotheses. This is true for theestioner as databaselReiter, 1978a; Reiter, 1986; Imielinski, 1987;
also. The difference between abduction and question answekotro, 1989 and cooperative answerinfl_ehnert, 1978;
ing is that the answering agent does not customarily have adaplan, 1981; Webber, 19860ur definition of generic an-
cess to the questioner’s knowledge base. This means that te@ers is based on variable sharing and requires the foltpwin
informativeness of a hypothetical answer can not be deterdefinitions:
mined by an answering agent, making it necessary to provide
hypothetical answers at all possible levels of generality.
is generally not possible for the answering agent to measure
the “informativeness” of an abductive hypothesis. Thisgrap
presents a discussion of the relationship between question
swering and abduction.

Variable Sharing Set of a Literal. The variable
sharing set of a literdlwith respect to a set of liter-
alsC, is a set of literalgl/$(1) such that each literal
in ¥5(1) is an element of”, and shares at least one
variable withl.

Closure of Variable Sharing of a Literal. The
2 Background closure of variable sharing of a literdl, de-
notedC¥5(1), is the fixpoint of the?/S operator:
VS(cvs()) = cvS(l). Itisinductively defined
as follows:
*To appear irProceedings of the IJCAI Workshop on Abductive CVSo = VS(I)
ReasoninglJCAI-01, Seattle, Washington, August 2001 CVS1 = VS(VS())

For the purposes of this discussion, question answeringis a
sumed to take place in a resolution theorem prover. This is



: abductive hypotheses, have been identified withground

' _ rules. Some work on expanding the notion of abduction in or-

ggﬁ” - _W‘z‘(gg"'(vs(l))"') der to support reasoning from “general observations” to-gen

wherngCl'VTS ‘s thg fixpoint. The maximum num- eral hypotheses has been ddiichalski, 1993. The pro-

ber of Iiterar;s in this set is. the number of literals posed definition imposes no limitations on the form of clause

in the clausec, with respect to whickC/S(1) is other than the variable sharing property defined above. Sec-

computed ' P ond, the definitions provided for generic and hypothetical

P ' answers completely clarify the way in which clauses corre-

Of particular interest in defining answer classes is thesponding to rules should be classifiedile andgeneric an-

closure of variable sharing of the set afhswer liter- swerare not the same thing.

als, which is the union of the closure of variable shar-

e e T e S lonnes_Evape

clause{R(x,2), P(y), Q(2), X))}. Givenl = , . .

ANSWERG(X)), andC = {R(x,2), P(y), Q(2)}, the variable A simple example from Rich and Kn_|g[11991, page 192s

sharing ofl is ¥.S(ANSWERG(x))) = {R(x,2)}, and the used as a_f|rst|IIustrat|on of hypothetical answering. Gaers

closure of variable sharing ofis C.S(ANSWERG(x))) =  the following knowledge base (KB):

{R(x,2), Q(2)}. This shows how the literals in a clause can 1. Cats like to eat fish

be partitioned into three sets: answer literals, non-anfitve

erals in the closure of variable sharing of the answer lisgra i

and other non-answer literals. 3. Calicos are cats
A generic answer is associated with a clause that has the4. Herbis a tuna

following properties: either the clause contains non-arsw . .
literals in addition to answer literals that are all in thesire and the questiokVhat does Boots like to eat®hat sorts of

of variable sharing of the answer literals, or there are onlyanswers arise according to the definitions given in the previ

answer literals but they contain at least one variable (iwhic ous section? Note that the individuBootsis not mentioned

we termunconstrained generic answgrsThe clause can be :?eﬁhoer difr?a n()cti?::rzjgr;n\lsvtg%tsgse\/aer :Jselr(ng\é)vgu?l;?]uilr?k%%\?v.n l[:\r(]jl
rewritten in rule form where the antecedent is the conjunc- ry query

tion of the (negations of the) non-answer literals and the co vidual would fail. However, the following list of statement
sequent is the disjunction of the question predicates, IWhiCcorrespond to clauses that are generated as an answer search

are the arguments of the answer literals (with full predicat proceeds in a typical resolution refutation theorem prover
structure). Variables in the antecedent are universalngu 1. If Boots is a calico then Boots likes to eat Herb.
tlflgd Wlth.WIde scope over the entire rule,_ while no.n.-shared 2 If Boots is a cat then Boots likes to eat Herb.
variables in the consequent are locally, universally qifiadt

2. Cats like to eat tuna

3. If Boots is a calico then Boots likes to eat tuna.

2.3 Hypothetical Answers 4. If Boots is a calico then Boots likes to eat fish.

Hypothetical, orconditionalanswers, are a less widely ac- 5 |f Boots is a cat then Boots likes to eat tuna.
cepted class of answers in comparison with specific and . . )
generic answers. Hypothetical answers have received some®- |f Boots is a cat then Boots likes to eat fish.
attention[Wolstenholme, 1988; Burhans and Shapiro, 1999;Answers 1 and 2 arspecific hypothetical answetscause
Demolombe, 1992; Demolombe, 199 part due to their the associated answer component is specific (all ground).
utility when reasoning takes place in the absence of a Close8imilarly answers 3-6 argeneric hypothetical answelse-
World Assumptior{ Reiter, 1978h as in abductive reasoning cause the associated answer component is generic. There are
[Kakaset al.,, 1999. only two distinct hypothetical components across the six an
We identify hypothetical answers with clauses containingswers:Boots is a caandBoots is a calicoBecause all calicos
at least one non-answer literal thatrist in the closure of are cats, these hypotheses are related taxonomically oifsBo
variable sharing of the answer literals. Written in rulerfipr  is a calico then, based on the information in the KB, Boots
a hypothetical answer consists of two parts: one part is eiis a cat. The important point here is that this taxonomic-rela
ther a specific or generic answer, and the other is a conditiotion may not exist in the mind of the questioner: a questioner
that must hold in order for the accompanying answebéo might know that Boots is a calico and nothing about the rela-
considered an answei he condition is termed theypothet-  tionship between calicos and cats. In this case (which is jus
ical componentbf the answer, and the rest of the answer isone example of this phenomenon) it would clearly be detri-
termed theanswer componenHypothetical answers are par- mental (as well as arbitrary) to deny “answer” status to an
titioned into specific and generic, based on the type of thenswer with hypothetical componeBwots is a calicaimply
answer component. The hallmark of the hypothetical answebecause it is taxonomically subsumed Bgots is a cat It
is the way in which information belonging to the hypothetica is, however, appropriate to disregasgntactically subsumed
component is identified, namely, literaistin the closure of clauses when selecting from among a set of answers. This
variable sharing of the answer literals. contrasts with the situation in abduction, where taxonomic
There are two importantissues regarding this definition andubsumption is important: it reflects the generality, thes t
previous work. First, hypothetical answers, and, in gelnerainformativeness, of a particular abductive hypothesis.e Th



taxonomy is part of the reasoner's knowledge, whereas thd Hypothetical Answers and Abduction

taxonomy of the questioner is not necessarily part of the an- ) , .
swering agent's knowledge. As the foregoing discussion demonstrates, there are a num-
ber of similarities between hypothetical answering and ab-

When taxonomically related answers are given, itis incCum,ction There are also important differences. The observa

question with regard to truth or falsity is, initiallynknown
Whether or not the question has a “yes” answer, indicating
the truth of the proposition put by the question, the answer-
Not all hypothetical components of answers are grounding agent may not have an interest in adding the proposition t
The following example shows a universally quantified hypo-its knowledge base. The existence of multiple explanafions
thetical component with an unconstrained generic answer asbduction is a problem: often these explanationsampet-

this information isnotrequested as part of a question, yet is
an essential component of a cooperative answer.

a consequent. Given a knowledge base with one rule: ing in the sense that if one is true the others are not. The exis-
tence of multiple hypothetical answersnista problem. All
1. V¥ x ((dog x) = (barks x)) such answers are implied by the knowledge base, and their

status is not provisional. The answering agent does not have
and the questioBoes everything bark?he answer generated the necessary information to discriminate between hygethe
by our theorem prover is, in clause forfi—(DOG S11)), ical answers: that information is privy to the questionea- T
(ANSWER (BARKS S11)). The corresponding answer in ble 1 shows a comparison between abductive reasoning and
rule form is (DOG S11)= (BARKS S11). As shown by the generation of hypothetical answers to a question.
Luckham and Nilssori1971, Skolem constants and func-  As shown in Table 1, abduction begins with observable
tions can be replaced by universally quantified variables irfacts and reasons towards provisional hypotheses. The ob-
clause®utsidethe context of an ongoing proof. When should servable facts are known to be true and are added to the
this replacement take place: should it lseforeor afterthe  knowledge base of the abductive reasoner. The reasoner then
answer literals are divided into the hypothetical, and giene searches for possible explanations for the observations. |
or specific answer component of a hypothetical answer? If itontrast, question answering begins with a propositiohitha
takes place beforehand, it seems to indicate that S11 in boteither known to be true nor known to be false to a reasoner.
literals should be replaced with the same variable, thuslyie The goal of reasoning is to determine whether the propasitio
ing a generic answer. This would conflict with our definition is true. In the absence of the ability to do that, the reasoner
of the closure of variable sharing, which stipulates that th may producéaypothetical answers
literal (DOG S11), an all-ground literal, which does notiha At the end of the reasoning process, abduction involves ac-
variables with the answer literal (ANSWER (BARKS S11)), cepting as true hypotheses that are neither provably true no
should appear in the hypothetical position of the answer. Aprovably false. At the end of the reasoning process perfdrme
consideration of the original question, and the semantics oby a question answerer, the hypothetical component of an an-
both the question and answer, leads to clarification on$his i swer to a question is neither assumed to be true or false by an
sue. The original question asked whetbeerythingoarks. If ~ answering agent. Rather, the hypothetical answer is added t
S11is replaced by the same variable in both clauses, thus ba-set of answers from which an answering agent may draw in
coming a shared, universally quantified variable in a generi order to generate responses. The answering agenthumse
answer, the answer would béx [(dog ¥ = (barks ¥].  to offer the hypothetical component of an answer, wharh
The meaning of this rule is that if something is a dog thenmally corresponds to an abductive hypothesis, back to the
it barks, it makes no claim about whether or not the arbi-questioner as a follow-up question, but clearly the purpose
trary individual barks. On the other hand, by first sepamtin and effect is different.
the literals into the two components of the answer, and re- Bromberger{1993 provides a clear explication of what
placing S11 by a universally quantified variable witital  constitutes a®xplanation abductive reasoning is the search
scopein the two answer components, the answer would bgor explanations. The need for explanations arises in the fa
Vx(dog ¥ = Vy (barksy. The meaning of this rule of 3 p-predicamentA p-predicamenis a situation in which
is that if everything is a dog then everything barks. This isnothing an intelligent agent knows accounts for the truth or
clearly the right answer. Thus, not only must translati@mfr  |ack thereof of a propositiop. The search for an explanation
Skolem functions and constants to variables take place ouhat alleviates @-predicaments often initiated by asking a
side the scope of reasoning, but it must be delayed until theyhy-question”. Not all why-questions are requests for ex-
literals in a clause have been properly separated into the hyyjanations, but when they are Bromberger identifies an “in-
pothetical and answer components. ner question” that is presumed true. For example, the why-

The hypothetical component of an answer describes condruestionWhy is the sky bluefias as its inner questida the

tions on the associated answer, whether that answer isigenegky blue?Inner questions in this context function as presup-
or specific. In contrast to generic answers, which describositions.
conditions on the individualthat satisfy the question, hy-  The analogy between Bromberger's observations and our
potheticals describedonditions on the answer itselfThese  discussion of abduction and question answering is clear. In
conditions are analogous to abductive hypotheses. response to the (observation/fatite sky is blugan abduc-



Table 1: A Comparison between Abduction and Hypotheticawars

Abduction Hypothetical Q/A
Start State of
Reasoning Agent KB KB KB
Information “Trigger” Fact/Observation Question
for Reasoner
Example: The sky is blue Is the sky blue?
Representation of Informatioh P P
(propositional content
of question)
KB of Reasoning Agent KBr = KBU P KB
Reasoning Proceeds With: | KB/ KB U —~P
(or XB U P (refutation proof)
depending on how
reasoner operates)
Purpose of Reasoning Find an explanation foP | Determined the validity
of P
Conclusion of Reasoning KBFH — P KBFH — P
Example: If it is not raining If it is not raining
then the sky is blue then the sky is blue
Interpretation of Results H is an abductive H - P
hypothesis (assume thaf | is a hypothetical answer
is in the set of abducibles) # is a new question
that is unanswerable
by this reasoner
Action following Reasoning | Adopt# as a defeasible | Return# — P as
hypothesis a hypothetical answer
KB of Reasoning Agent KB = KBruU H KB
Action: Assume: Itis notraining | New answer: Ifit is not raining
then the sky is blue

tive reasoner effectively asks itself the questidthy is the tioner. Alternatively, in response to a hypothetical ansae
sky blue?n response to a question whose propositional conguestionercan try to get yet another answering agent to ver-
tent isthe sky is bluga question answerer attempts to deter-ify the hypothetical component of the answer. Like abduc-
mine the validity of the proposition. An abductive reasonertion, question answering provides a way to handle the failur
is designed to makassumptionshat are not entailed by its to prove a propositiorP.

knowledge, while a question answerer is expected to respond While abductive hypotheses are generally as-
with information that is true according to its knowledge. sociated with failed branches of a proof tree
JCox and Pietrzykowski, 1987 other criteria are also

Abductive reasoning provides a way to handle the failure t Lsed to narrow the selection of abductive hypotheses:

prove a propositiorP. Each failed branch of the proof tree in
aresolution theorem prover corresponds to a non-emptyfseto e The hypothesis should convey eause it should
clauses. The clauses on such a branch do eAtdte prob- not explain an effect in terms of another effect
lem is that such clauses are neither known to be true, nor are  [Kakaset al., 1999. Cox and Pietrzykowski refer to this
they known to be false. Above it was mentioned that this is property asasic[1987.

precisely the status of the propositional content of a qoest

A questioner will take a proposition whose truth is unknown
andposeit as a question to another agent, whereas an abduc-
tive reasoner will simply make an assumption about its truthIn order to enforce these requirements and to limit the num-
In the context of question answering, an answering agent malyer of possible abductive hypotheses a system may infer, ab-
in turn derive a hypothetical answer with its associatedsiu  ductive reasoning systems incorporate a preferred, prestkfi
tion” (hypothetical component), namely, a proposition wo set of “abducibles”: predicates that generally do not appea
truth is unknown. In this context the hypothetical compdnenas the consequence of any rules. In order for a clause to be
of an answer makes an ideal follow-up question that the aneonsidered as a possible abductive hypothesis it must match
swering agent may (if circumstances permit) pose to the-que®one of these predefined predicates. Abducibles are “needed

e The hypothesis should not be subsumed by any other
hypotheses.



to distinguish abductive explanations from inductive gakke  arise. Such circumstances also lead to the discovery of ab-
izations”[Kakaset al, 1998, page 237 ductive hypotheses in an abductive reasoner.
Note thatgeneric answerare generalizations, whereas hy- .
pothetical answers are explanations. The desire for abgin 4.2 The Hypothetical Component of an Answer as
a “minimal”, non-redundant, basic explanation for an obser a Question

vation determines what a system will consider to be an aban important characteristic of the hypothetical answehistt
ducible hypothesis. The question answering task involees Nine hypothetical component is itselbagood questionif the

such requirement: in fact, it is important in question answe qgyestion corresponding to the hypothetical component ean b
ing to be able to provide answersraainy levels of specificity  answered, the associatadswer componemtf the hypothet-

and generalizations are important types of answers. This igg| answer is immediately recognized as either a specific or
because the questioner’s knowledge may notinclude the samneric answer. The fact that the hypothetical component is
concepts as those of the answering agent, particularlyimste 3 “detachable” question arises from the way we have defined
of specificity/generality of concepts. Thus, agoriori as-  the form of hypothetical answers: because there is no viariab
sumptions about what will comprise a satisfactory answer taharing between the hypothetical and answer components of
questioner may be made in the absence of a large amount @{e answer, all quantifiers in the hypothetical component ma
knowledge about the questioner’s knowledge which is genemye [ocally scoped This means the hypothetical component
ally impractical. For question answering, notonly the sl ¢can pe effectively detached from the rest of the answer. Sim-
at t_heendsof t.he fa|led. branches of a proof tree are inter- ilarly, an abductive hypothesis can serve as a questiorkto as
esting, but all intermediate clauses along the branches comynother agent. In the absence of a verification, the abauctiv
prise answers, excepting the root, which is simply the negareasoner may still choose to believe the hypothesis based on

tion of the original question. Our scheme for distinguish- other information it has to support that belief.
ing generic and hypothetical answers cleanly shows which

of these clauses are associated with potential abductive hy.3 Reasoning in Abduction and Question
potheses. Answering

. . . Itis clearly not always practical, in the face of lack of info
4.1 ACIrcumStin_Ces under which Hypothetical mation, to generatall possible hypothetical answers. One of
nSwers Arse the ways in which abduction can be limited is by defining a

In a back-chaining reasoner, hypothetical answers arewtisc Set of abducible predicates. This is not proposed for the cas
ered “along the way” as the search for specific and generic arf hypothetical answering, rather, if hypothetical answae
swers proceeds. Most hypothetical answers function merelgccumulating, it is practical to immediately return some of
as resolution intermediates and are ultimately subsumedhem to the questioner: provided the question answerirg sit
when a hypothetical answer is subsumed by a specific d¢ation allows for interactive information exc_hange betwee
generic answer, its associated answer component becomes@estioner and answering agent. Hypothetical answers and
answer. When a hypothetical answenist subsumed, how- abductive hypotheses may be more quickly available in a top-
ever, it stands on its own as both relevant and informative. | down reasoner than proof results: it may be beneficial for a
relevant because it is connected to the question by a chain 6¢asoner to be abductive in the interest of conserving tinde a
reasoning. It is informative in that it provides the queséip ~ Other resources.

with new information, namely, a question for which the rea-

soner has no answer. It is less informative than specific an® Summary

generic answers in that it neither gives a satisfying instan
for a question nor a general description of a satisfying in
stance, but it does provide information about what needs t

_In summary, hypothetical answers provide a way of giving a
8uestioner information in the face of incomplete knowledge
be known in order for an answer to be forthcoming. of an answering agent. Abductlve hypotheses representa sub
| iously sh le. it diba set of the the hypothetical components of hypothetical an-
n;\ pri\rl"otl.JS)I’s howntﬁxam_p €, itwas ls?erll K r}s_vv;ars swers. Some of the differences between hypothetical asswer
are nypothetical when there 1S a complete lack ot Informas g \yhat are traditionally considered as abductive hysathe
tion about individuals mentioned in a question. Hypothese% P
\ Al . re the following:
about properties of such individuals must be made in order . . )
to provide answers. The only situation under which non- ® Hypothetical answers whose only difference is the level

hypothetical answers can be found regarding a completelyun  of generality areall interesting.

known individual is in the presence ohconstrained generic 4 The hypothetical component of an answer may contain

information For example, if a knowledge based contains a  exjstentially or universally quantified, locally scoped
universally quantified formula such &sx (P x), then(P a) variables.

can be inferred for any individual

Hypothetical answers will be present when themisunc-
tive information in a knowledge base. A disjunction, where
neither disjunct is known to be true or known to be false, rep-
resents a lack of information. H v B is known, and neither e The purpose of hypothetical answers is not the adoption
A4 nor B is known to be true, then hypothetical answers will of a hypothesis that is neither provably true nor provably

e Hypothetical answers have a purely syntactic definition
that is domain-independent and does not rely on a pre-
defined set of predicates.
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