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Abstract - Spam filters that are implemented using Naïve 

Bayesian learning techniques are widely deployed 

worldwide with email clients such as Outlook®. These 

filters that are deployed on end user’s computers and 

typically used to filter out spam for individual users are 

effective when the spam load is around 400-500 spam 

emails per day per user. However, when the spam load 

increases, these solutions prove to be slow and hence 

insufficient for practical use. In this paper, we identify the 

computation intensive functions of such machine learning 

algorithms and solve the performance issues by 

implementing these functions on hardware. Earlier similar 

approaches made use of specialized hardware chips or co-

processors to achieve such acceleration. These chips being 

dedicated hardware represent a cost and scalability 

limitation. Our approach makes use of a more generic Intel 

desktop processor, viz. Tolapai (Intel EP80579) that has 

several built-in cryptographic functionalities, viz. security 

accelerators for bulk encryption, authentication, hashing 

and public/private key generation. Experimental results 

show that significant acceleration can be achieved by 

migrating some of the functionalities to hardware in a 

transparent way. 
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I. INTRODUCTION 

       A common synonym for spam is unsolicited bulk email 

(UBE). Definition of spam usually includes the aspects that 

email is unsolicited and sent in bulk [8]. As of 2009, the 

estimated damage due to spam worldwide is $130 billion, of 

which $42 billion is in the U.S. alone [5]. According to 

Symantec report, in the year 2008, around 80% of all 

Internet traffic has been spam emails [10]. Spam is a 

medium for fraudsters to scam users to enter personal 

information on fake Web sites using email forged to look 

like it is from a bank or other organization such as 

PayPal®[14]. This is known as phishing [8]. According to 

recent Gartner report, in the year 2007, more than 25,000 

unique phishing emails hijacking 150 different brands were 

sent out on a monthly basis resulting over $3 billion dollars 

in damage worldwide. Furthermore, the report also 

estimates that due to their lucrative nature phishing attacks 

are going to skyrocket through 2009 [9].  

        There are various techniques used to detect phishing 

and fight spam. Among them Bayesian filtering methods are 

most popular because of their simplicity and high filtering 

accuracy [1, 3, 11]. Machine learning algorithms such as 

Naïve Bayesian are computation-intensive algorithms and 

hence overload the processors. Email spam filters that make 

use of Naïve Bayesian and are implemented in software tend 

to become sluggish as spam traffic increases. 

        Our goal in this paper is to introduce a hardware 

accelerating SOC processor which will improve the 

performance of Naïve Bayesian spam filters and phishing 

attack detectors. We achieve this performance improvement 

by moving hashing functions used in Naïve Bayesian spam 

filters to hardware. We, however, are not trying to design a 

new algorithm for spam filtering. On the other hand, we are 

proposing acceleration technique for existing Naïve 

Bayesian Spam filters. 

The organization of the paper is as follows. Section 2 

describes the related work on spam filters and earlier 

approaches to move spam filter’s functionalities to 

hardware. Section 3 details the Intel processor, the Naïve 

Bayesian approach and the acceleration techniques. The 

experimentation that were carried out to prove our 

performance goals are described in Section 4. The results, 

conclusions and future work are briefed out in sections 5 

and 6 respectively. 

II. RELATED WORK 

Sahami et al. [2] have shown the use of Naïve Bayesian 

in classifying email as spam and legitimate (ham). They 

have tested their Naïve Bayesian spam filter on real usage 

scenario with an accuracy of 92%. They have shown that by 

considering domain-specific features of this problem in 

addition to the raw text of Email messages, much more 

accurate filters can be produced. Chandrasekaran et al. [13] 

have shown the ability to identify phishing based on 

structural properties of email using machine learning 

algorithms.  

Graham [3] has used statistical filtering for spam 

detection using one corpus of spam and another one of non-



spam emails with each having about 4000 messages in it. 

The entire text, including headers and embedded html and 

JavaScript of each message in each corpus was scanned and 

tokenized. Two large hash tables, one for each corpus, 

mapping tokens to number of occurrences were created. 

Next a third hash table was created, this time mapping each 

token to the probability that an email containing it is a spam. 

As noted much of the intensive part of the algorithm is 

hashing. 

Alkabani et al. [4] have tried an approach to move 

functionality of a Naïve Bayesian filter to hardware, namely 

hash table and tokenizing. A software Bayesian spam filter 

was implemented and run on the Microblaze processor soft-

core on a Xilinx FPGA. This was used as a first step 

towards designing an efficient spam filtering platform based 

on the Microblaze processor. When the hash table was 

replaced by a content addressable memory, the overall 

performance achieved an average improvement of 10%. 

This technique however requires a special co-processor for 

spam filtering. Our approach is to use a multi-purpose 

cryptographic processor provided by Intel to achieve these 

results. Being a generic processor, it can run like a normal 

desktop processor and at the same time make use of its 

accelerating capabilities for security applications. 

III. EXPERIMENTAL BASIS 

        We are using Intel EP80579 (Tolapai) processor to 

achieve acceleration of Naïve Bayesian Spam filtering 

process. The details are described next.  

 

3.1 Intel EP80579 Processor 

        The Intel® EP80579 Integrated Processor with Intel® 

QuickAssist Technology, Tolapai, is a complete System-on-

a-Chip for Security, Communications, Storage and 

Embedded Designs. This SOC processor delivers a 

significant leap in architectural design, with an outstanding 

combination of performance, power efficiency, footprint 

savings and cost-effectiveness compared to discrete, multi-

chip solutions. Using multi-chip solutions for different 

security applications pose scalability and cost issues. 

Tolapai aims to provide a single chip solution for security 

applications. The integrated accelerators in this SOC 

processor support Intel QuickAssist Technology through 

software packages provided by Intel. These software 

packages provide the library structures to integrate security 

and/or VoIP functionality into the application, completely 

adjunct to the Intel architecture complex, freeing up CPU 

cycles to support additional features and capabilities. This 

provides the efficiency of customized hardware with the 

flexibility to design diverse applications with one platform. 

The design also includes PCI Express, High Speed Serial1 

(HSS) ports for TDM or analog voice connectivity, security 

accelerators for bulk encryption, hashing and public/private 

key generation [6].   

 

3.2 Naïve Bayesian Spam Filtering Algorithm 

        Naïve Bayesian is a text classifier algorithm that 

analyzes textual features of an email to identify it as a ham 

or spam email based on probabilistic scoring of its textual 

attributes. The Naïve Bayesian approach consists of two 

phases – training phase and the learning phase. 

 

3.2.1 Training Phase 

        The training phase scans an existing corpus of spam 

and ham emails. It consists of three main steps. 

 

3.2.1.1 Parsing 

        An email is parsed to identify different sections such as 

headers, body, to, from, subject, etc. Based on different 

filters different parsing techniques are used. 

 

3.2.1.2 Tokenization 

        Tokenization consists of creating tokens from different 

sections of email. These tokens will be later used to classify 

emails. Tokenization process is different for different spam 

filters. But it is one of the computation intensive functions 

of Naïve Bayesian spam filters. 

 

3.2.1.3 Hash Maps 

        Hash tables are created for tokens. Normally two 

separate hash tables are created for spam and ham emails. 

Probabilistic scores are calculated for each token and a third 

hash table is created for mapping probabilities to tokens. 

 

3.2.2 Classification Phase 

        In classification phase an incoming email is classified 

as a spam or ham. An incoming email is first tokenized to 

get individual tokens. The corresponding probabilities for 

each token are retrieved from the hash table by hash lookup. 

Finally, Naïve Bayesian formula is used to classify this 

email as ham or spam using these probabilities. The formula 

that the software uses to determine these probabilities is 

derived from Bayes’ theorem. It is, in its most general form: 

 

 
Where: 

 Pr(S | W) is the probability that a message is a 

spam, knowing that the word W is in it;  

 Pr(S) is the overall probability that any given 

message is spam;  

 Pr(W | S) is the probability that the word W 

appears in spam messages;  

 Pr(H) is the overall probability than any given 

message is not spam (is "ham");  

 Pr(W | H) is the probability that the word W 

appears in ham messages [12]. 

 

3.3 Achieving Acceleration  

As may be noted from above section, much of the 

computation goes into tokenizing and calculating hashes. 



Section 4 gives actual statistics about these functions. Both 

functions form integral part of the training and classification 

phase.  

The Intel® EP80579 Integrated Processor is a System-

On-a-Chip (SOC), integrating the Intel® Architecture core 

processor, the Integrated Memory Controller Hub (IMCH) 

and the Integrated I/O Controller Hub (IICH) all on the 

same die. In addition, it has integrated Intel® QuickAssist 

Technology, which provides acceleration of cryptographic 

and packet processing. Fig. 1 shows the architecture of Intel 

EP80579.  

 

 
Fig. 1. Block Diagram for Intel EP80579 [6] 

 

The Intel® QuickAssist Technology components, 

housed in the Acceleration and I/O Complex (AIOC), are as 

follows: 

 The Security Services Unit (SSU) provides acceleration 

of cryptographic processing for most common 

symmetric cryptography (cipher algorithms such as 

AES, 3DES, DES, (A)RC4, and messages digest/hash 

functions such as MD5, SHA-1, SHA-2, HMAC, etc.); 

asymmetric cryptography (modular exponentiation to 

support public key encryption such as RSA, Diffie-

Hellman, DSA); and true random number generation. 

 The Acceleration Services Unit (ASU) includes packet 

processing acceleration engines.  

 

We utilize this acceleration capability of Intel EP80579 

to improve the performance of Naïve Bayesian spam filter. 

The hashing function, as identified in Section 3.2 is moved 

to hardware using the hashing APIs provided by Intel 

QuickAssist technology. 

 

 

IV. EXPERIMENTAL SETUP 

        Intel EP80579 Development Board was assembled as 

per the instructions by Intel User guide for EP80579 [7].  

Fig. 2 depicts a setup for experiments in our lab. RedHat 

Linux kernel was installed on this system along with 

software drivers and kernel modules for QuickAssist 

Technology provided by Intel. These modules consist of 

hardware APIs necessary to utilize the accelerating 

capabilities of Tolapai. 

 

4.1 Naïve Bayesian Spam Filter Profiling 

        A C code for naïve Bayesian spam filter was 

implemented in software. The training phase was completed 

using 40 emails of spam and 40 emails of ham. Sample 

emails were classified using this training data. The various 

computation times were calculated by profiling the program. 

The timings are listed as below.  

 

Table 1. Training Phase 

 

Function Time (S) Uses Hashing 

Parse 0.00344 No 

Tokenize 0.03753 No 

Add token 0.09573 Yes 

 

Table 2. Classification Phase 

 

Function Time (S) Uses Hashing 

Tokenize 0.00034 No 

Find token 0.00583 Yes 

Classify 0.00421 No 

 

        It is evident from the above results that hashing and 

tokenization are the most computation intensive functions of 

the program. 

 

4.2 Hashing acceleration 

        A program was written that makes use of hardware 

acceleration APIs of Tolapai to calculate SHA1 hash digest 

of input strings. Additionally, for the purpose of 

comparison, a software code was implemented that does the 

same SHA1 calculation and does not make use of these 

hardware APIs. 

        An input sample of 700000 string tokens was created. 

SHA1 hashing digests for these input tokens were calculated 

in a gradual manner in software. The same input sample was 

fed to the hardware program and SHA1 hashing digests 

were calculated. The number of operations and processing 

times were noted for the software and hardware 

experiments. The results are described in the following 

section. 



 
 

Figure1. Intel EP80579 Lab Setup [7] 

V. RESULTS & DISCUSSION 

        The hardware implementation showed significant 

amount of performance gain over software. The results of 

our experiments are tabulated in Table 3. As can be seen, an 

average improvement of 26% was achieved.  

 

Table 3. Hashing Acceleration 

        

         The hashing computation in a spam filter can be 

offloaded from software to achieve an overall performance 

improvement for Naïve Bayesian spam filters. The data 

shows that performance for a spam filter can be increased 

by 25% using the Tolapai processor. Alkabani et al. [4] 

made use of a dedicated chip to achieve a performance 

improvement of 10% for hash function of spam filters. Our 

approach not only achieves better performance but at the 

same time doesn’t require a dedicated hardware co-

processor or chip. 

Being a generic processor, no additional chip is 

required to achieve this acceleration. The interface to 

hardware through APIs that are provided by Intel, make the 

acceleration completely transparent to the user. The 

implementation of spam filter is still flexible, thus, 

overcoming shortcomings of any dedicated hardware 

modules. Other security applications can make use of the 

accelerating capabilities of Tolapai without additional costs. 

Our conclusion is that, spam filters utilizing Tolapai will 

perform better to detect spam and phishing emails even 

when the traffic increases in real-time. 

VI. FUTURE WORK 

        Our future work would consist of moving more 

functions of Naïve Bayesian spam filters to Intel EP80579. 

Tokenizing is one major time consuming function of such 

filters which if moved to hardware for speed optimization 

will improve overall performance of spam filters greatly. 

We also focus on utilizing Tolapai to implement other 

security applications which will be more efficient in 

performance than their software counterparts. 
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