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ABSTRACT

While many solutions have been proposed for routing in mobilead hoc networks, only a

few have considered the issue of scalability of these protocols in networks having node

membership in the order of thousands spread over a large area. Geographic routing

using source–destination locations has been widely suggested as a scalable alternative

to conventional routing approaches in mobile ad hoc networks. However, efficient lo-

cation management algorithms are required to discover a destination’s location before

data transfer can be attempted using geographic routing. Tobe deemed scalable with

respect to network size, mobility and traffic, the signalling overhead due to location

management must be kept low so that the performance of geographic routing is mini-

mally affected.

In this research, we introduce a novel location management protocol known as

Scalable Location Management (SLALoM), which outlines a scheme for partitioning

a given terrain into ordered regions for location management. Our detailed analysis

shows that under random node mobility and communication requirements, SLALoM

improves upon the asymptotic location management cost compared to existing location

management schemes. As an optimization, we use the concept of local forwarding to

introduce a scheme called Efficient Location Forwarding (ELF) that mitigates the loca-

tion update cost of SLALoM. We show that, while the asymptotic overhead cost by such

an improvisation matches that of SLALoM, ELF outperforms SLALoM in practise.

Noting that a two-level hierarchy leads to an overall reduction in the location man-

agement cost, we investigate the use of multilevel hierarchy to further minimize the sig-

xiv



nalling cost and make efficient use of the limited bandwidth of the wireless channel. We

propose a novel grid ordering scheme known as Hierarchical Grid Location Manage-

ment (HGRID) that yields only a logarithmic increase in the location update cost with

respect to the number of nodes in a uniformly and randomly distributed ad hoc network.

We also show that, under a specific framework, all the proposed protocols are scalable

with respect to mobility and network size. We carry out extensive simulations to quan-

titatively compare the performance of the protocols under practical considerations that

could not be incorporated into the analysis, and to study howlocation management can

affect geographic routing.

While the proposed protocols perform well in dense networks,they may suffer from

protocol incorrectness caused by low node density. In orderto tackle this problem, we

introduce proxy based location management, a novel enhancement that can be used in

conjunction with Face Routing in planar graphs to operate efficiently in sparse or irreg-

ular network conditions. We show that Face Routing on the planar graph constructed

from the unit disk graph may fail to discover proxy server regions. Accordingly, we de-

fine an overlay graph as one in which a graph edge is defined between two unit regions

if a radio link exists between any two nodes located in these regions. The Connected

Overlay Planar Graph Construction problem is to construct a connected planar graph

from the overlay graph. We present a polynomial time, centralized algorithm that solves

the problem, and propose a novel routing protocol based on distributed version of this

algorithm known as Grid Traversal Algorithm (GTA) which performs well in a wireless

network due to its localized nature and low control overhead.

xv



Finally, we note that an efficient unicast routing scheme must be amenable to sup-

port resource efficient multicasting. While the Steiner Treeproblem is known to be

NP-Hard in literature, we investigate efficient heuristicsthat incorporate node locations

for approximating a minimum cost delivery tree for group communications in large ad

hoc networks. We propose Location Guided Core (LGC), a novel protocol that inte-

grates location management and multicast tree construction into a single framework.

The protocol is purely distributed and localized, and achieves a sub-linear reduction for

the average control overhead over flooding, which is predominantly used to dissemi-

nate node locations for location based multicasting in existing protocols described in

literature.
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Chapter 1

Introduction

Since their emergence more than twenty years back, wirelessnetworks have gained

popularity world wide. This is particularly true with the introduction of mobility to

wireless nodes. In the last decade alone, wireless subscribers and traffic has seen an

unprecedented growth compared to the traditional telephone switching system. Archi-

tecture wise, wireless networks can be classified into two categories - those that require

an infrastructure set up to aid their operation [1], [2], [3]and those that operate with-

out the aid of any centralized administration or support services [4], [5], [6]. Wireless

networks that belong to the first category typically make useof a fixed architecture

consisting ofBase Stations, Base Station ControllersandMobile Switching Centersfor

inter node communication, and wireless communication is usually over a single hop i.e.

a full duplex channel between the mobile node and the Base station. Examples of such

networks are Cellular networks for mobile communication over a wide geographic area,

and WiFi/WLAN [7], [8] hotspots for short range high speed data communication. On

1



CHAPTER 1. INTRODUCTION

the other hand, multi-hop ad hoc networks are truly dynamic and operate on the fly.

There is no centralized control nor fixed routers, and hence each mobile node acts as

a router to forward packets intended for destination nodes.Feasibility of such net-

works can be quite useful for dynamic applications such as conferences, search and

rescue missions, disaster relief, automated battlefields,and sensor networks, to name a

few [9], [10].

Routing in ad hoc networks has posed an interesting challengein the research commu-

nity, in which finding and maintaining a route between a source–destination pair in a

communication session imposes a major hurdle in designing an efficient routing pro-

tocol for such networks [11]. Due to mobility, the network topology varies frequently,

and end-to-end sessions are subject to link failures constantly. Many protocols have

been suggested for solving this problem, and these can be broadly classified into two:

proactiveand reactiveprotocols. Proactive protocols are table driven [12] [13],and

continuously evaluate routes to all other nodes in the network, while reactive protocols

compute routes only on-demand [14], [15]. A third class of protocols, known ashybrid

protocols, takes advantage of the best of both proactive andreactive protocols [16], [17].

While many solutions have been proposed for routing in mobilead hoc networks, few

have considered the issue of scalability of such protocols in networks having node mem-

bership in the order of thousands, and that are spread over a large geographic area. A

unique characteristic of ad hoc networks is that the limitedbandwidth of the wireless

channel is shared by signalling traffic as well as data, and the former is given a higher

priority than data. This works fairly well for routing protocols in small networks with

2



CHAPTER 1. INTRODUCTION

low node mobility, since the volume of signalling traffic is low enough to carry out the

route discovery and maintenance phases without disturbingthe data traffic. However,

increased node mobility and node membership can lead to excessively high signalling

traffic, leading to congestion and poor network performance[18], [19]. Intuitively, any

routing protocol that tries to maintain state (e.g. a pre-computed source route, network

topology) for routing purposes, appears non-scalable for ad hoc networks, since main-

tenance of the state requires additional signalling over the entire network.

Recent advances in positioning techniques such as GPS [20] and other ad hoc local-

ization [21] has motivated researchers to pursue better routing schemes that take into

account the physical location of the node (location is usually represented as a tuple

consisting of latitude, longitude and altitude or as a pointin space using cartesian co-

ordinates). Many schemes have been proposed for position based routing in static ad

hoc networks that guarantee loop free routes from a source toa destination [22]. One of

the key observation from all of the position based routing algorithms is that the routing

decision at an intermediate node is solely based on its position, its locality informa-

tion (position of neighbors), and the position of the destination. Nodes can periodically

broadcast short packets containing their identities as well as locations so that each node

is aware of its neighborhood. Another motivation for using geographic routing is that

link breakages do not necessarily result in routes getting broken, since packets can be

readily forwarded via alternate links, and are guaranteed to be delivered as long as a

path exists in the network. Clearly, only localized algorithms provide scalable solu-

tions, and geographic routing is indeed a potential candidate for scalable routing in a

3



CHAPTER 1. INTRODUCTION

critically power/bandwidth constrained network.

Although geographic routing may be the key in providing a scalable solution for routing

in ad hoc networks, an important requirement for any position based routing algorithm

is the need for an accurate position information of the destination. Thus, a fundamen-

tal problem in geographic routing is maintaining the locations of nodes in a distributed

manner in an ad hoc network such that the position of a required destination can be

determined with minimal effort. Flooding based schemes canbe used for determining

the position of the destination before the actual routing, but these are not scalable with

respect to geographic routing. Location management has been exhaustively studied in

conjunction with Cellular networks, but the dynamic nature of the network as well as the

scarcity of bandwidth makes this problem more interesting and challenging in ad hoc

networks. A few location management schemes can be found in literature [23], [24],

but all have a cost complexity that grows as
√

N, whereN is the number of nodes in the

network. We are motivated to find efficient schemes that have alower cost complex-

ity than existing location management algorithms, and hence, better suited for location

management in geographic routing.

In this proposal, we introduce threenovel techniques –SLALOM, ELF andHGRID –

that can be used to reduce the location management overhead in geographic routing

networks. The main idea in our algorithms is to divide the terrain into unit regions,

and combine these regions into groups in a specific way such that the location manage-

ment primitives such as location update, maintenance and querying within these groups

result in minimal control overhead. InSLALoM(Scalable Location Management), we

4



CHAPTER 1. INTRODUCTION

define atwo–level hierarchyandnear/farhome regions such that near home regions are

updated more frequently than far home regions. This optimization results in a better

location management cost forSLALoM, and we show that the average location manage-

ment cost increases only asN
1
3 , an asymptotic improvement over

√
N. Currently, this is

the best known upper bound for asymptotic average location management cost found in

literature. While the asymptotic location management cost is of theoretic interest, simu-

lations show that the location update scheme inSLALoMcauses localized congestion in

the network. We use the concept oflocation forwardingto create a new protocol called

ELF (Efficient Location Forwarding) to improve the practical performance ofSLALoM.

We find that, while the asymptotic overhead cost due to this improvisation matches that

of SLALoM, ELF outperformsSLALoMin average case scenarios.

While the overhead in the previous two protocols have been derived under the assump-

tion that any node can randomly initiate a network connection to any other node in the

network, and move arbitrarily any where in the network, thismay not be true in practise

for certain applications envisioned for ad hoc networks. Particularly, node movement

may be limited to a specific region in the network. There may only be few occasions

when a node is required to traverse the entire network diameter frequently. Another ob-

servation is that there is a good chance that communication needs may frequently arise

between nodes that are geographically located close to eachother than ones that are

located far away. Under these considerations, one wonders about the effect of employ-

ing a multi–level hierarchy for location information management, in which the clarity

of location information is higher across lower order leaders, while higher order leaders

5



CHAPTER 1. INTRODUCTION

have a better overall view of the network. Thus, we define a newgrid ordering scheme

for Hierarchical Grid Location Management, where the hierarchy is defined by the po-

sition of the node in the specific locale of the terrain. We show that, the asymptotic

location update cost – which forms the majority of the location management overhead –

increases only as logN. Simulation results show that this decreased overhead results in a

much improved performance for HGRID over existing location management protocols,

and is a promising contender for location management in a wireless ad hoc network

architecture.

One of key requirements of the proposed grid based location management protocols is

that the network density must be sufficient to contain nodes in server regions such that

the protocol packets always reach their intended destinations. While the probability of

protocol incorrectness is low for densely deployed ad hoc networks, this may not be the

case when the server regions become empty due to lack of sufficient node density or

high node mobility. Such a condition, in which there are no nodes in a server region

is called theempty regionproblem, and we investigate the effect of node density and

mobility on the empty region problem. We outline a proxy based location management

scheme to combat this problem wherein an adjacent non–emptyregion is delegated the

responsibility of taking over the server duty in the event that a server region becomes

empty. The concept of proxies can thus be used in conjunctionwith grid based location

management schemes to overcome the problem caused by low network density. How-

ever, the proxy scheme requires the support of an efficient geographic routing protocol

to seek out adjacent non–empty regions, and we show that current geographic routing
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protocols described in literature may cause the proxy scheme to operate inefficiently.

We define onOverlay Graphas one in which the unit regions become the vertices in the

graph, and a bidirectional edge exists between two verticesin the overlay graph if there

are two mobile nodes within these regions that are in radio range of each other. The

connected overlay planar graph construction problem is then to construct a connected

planar subgraph using the overlay graph. We present a polynomial time, centralized

algorithm using a specific property of such graphs to solve the problem. A planar graph

face routing protocol called Grid Traversal Algorithm (GTA) is then proposed which is

effective in aiding the proxy location management scheme.

One of the key requirements of an efficient network protocol is that it must be able

to support multicast operation due to group communication between the nodes. While

many protocols have been suggested for constructing multicast delivery trees in ad hoc

networks [25] [26], [27], [28], most of these rely on source based trees or core trees

based on the network topology. Due to change in the topology caused by mobility, all

the protocols mentioned resort to either flooding the entirenetwork to reconstruct the

multicast tree or periodic heartbeat messages from all nodes in the multicast core to

update the state of the tree. Clearly, such schemes are not scalable due to the excessive

control overhead that grows with an increase in the number ofmulticast nodes per group

or with an increase in number of multicast groups themselves. While the Steiner tree

problem is known to be NP-Hard [29], we note that any protocolthat tries to build a

minimum cost delivery tree can only construct an approximate tree as the network size

grows, and even so with complete information of the network topology. In other words,
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if one were to build an approximate tree, then the control overhead needed to keep the

topology information up-to-date across all the node would be enormous. We take an

alternate stance: instead of trying to minimize the data delivery cost by creating the

best possible multicast tree, create an approximate tree that may not be as efficient but

construct such a tree with a much lesser control overhead andwithout giving in on the

network throughput.

We investigate the use of node locations in constructing a scalable multicast pro-

tocol. Our work improves upon the Location Guided Steiner protocol [30] that ap-

proximates a minimum cost multicast tree by flooding node locations and distributively

constructing such a tree using the node locations. We use theconcept of a multicast core

similar to that in [31] to build a shared core tree among the multicast senders and re-

ceivers. While core based protocols are known to be non–optimal, they have the distinct

advantage that the amount of state the routers need to maintain is less than their source

tree based counterparts. Our protocol takes the core idea toa new level in the sense

that the core construction is location based, and involves only a subset of the nodes to

construct/maintain the core. The use of locations further reduces the overhead required

to operate the protocol and we show that the average control overhead achieves a sub-

linear reduction in the number of nodes compared to that of flooding as the network size

grows.

The rest of the thesis is organized as follows. We introduce the challenges in unicast

routing and the issue of scalability in ad hoc routing in chapter 2. Chapter 3 introduces

three novel location management protocols, namely SLALoM,ELF and HGRID. Chap-
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ter 4 presents our research results on the scalability properties of the proposed protocols

and describes the performance studies carried out via simulations to analyze how the

protocols stack up against each other with respect to various network parameters such

as network size, mobility and traffic. We outline the empty region problem caused by

low network density and our proxy based solution in Chapter 5.A multicast extension

to grid based location management is described in Chapter 6 and we conclude this work

with some future research directions in Chapter 7.
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Chapter 2

Background and Related Work

This chapter introduces the background and motivation for our research, and outlines

the some of the challenges and solutions described in the ad hoc network literature.

2.1 Routing in Mobile Ad hoc networks

Since its inception, the Internet has existed as a network with a fundamentallyquasi–

static topology. While the Internet was designed in a distributed fashion with an eye

for adapting to topology changes (due to link outages and router failures), its routing

technology was not designed for node mobility or drastic topological changes. Due to

mobility, the network topology in an ad hoc network varies frequently, and end-to-end

sessions are subject to link failures constantly. The limited bandwidth which is shared

between control and data makes it almost impossible for nodes to maintain an up–to–

date view of the network topology. Hence, the design of an efficient routing protocol
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for mobile ad hoc networks must have the following considerations:

• Distributed operation: Since nodes may arbitrarily leave and join the network,

and the network is subject to unpredictable node failure dueto power drainage

or sleeping, link failures due to channel conditions and network partitions, the

routing task has to distributed and not be borne by just a few nodes in the network.

• Loop freedom: Due to unstable states in the network, a small fraction of packets

may spin around in the network for arbitrary time periods. Adhoc solutions such

as TTL values can bound the problem, but a more structured andwell-formed

approach is generally desirable as it usually leads to better overall performance.

• On demand operation: Instead of assuming an uniform traffic distribution within

the network (and maintaining routing between all nodes at all times), let the rout-

ing algorithm adapt to the traffic pattern on a demand or need basis. If this is

done intelligently, it can utilize network energy and bandwidth resources more

efficiently, albeit at the cost of increased route discoverydelay.

• Proactive operation: In certain contexts, the additional latency demand-based op-

eration incurs may be unacceptable. If bandwidth and energyresources permit,

proactive operation is desirable in these contexts.

• ”Sleep” period operation: As a result of energy conservation, or some other need

to be inactive, nodes of a MANET may stop transmitting and/orreceiving (even

receiving requires power) for arbitrary time periods. A routing protocol should be

able to accommodate such sleep periods without overly adverse consequences.
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• Scalability: Increased node mobility and network size can lead to excessively

high signalling traffic and delays, leading to congestion and poor network per-

formance. In this work, we devote to this issue, which concerns applications

involving thousands of nodes spread over a large geographicarea.

In summary, the networking opportunities for MANETs are intriguing and the engineer-

ing tradeoffs are many and challenging. A diverse set of performance issues requires

new protocols for network control. Literature describes many protocols to route in

MANETs [32], [11]. In general, these can be classified into two: proactiveor reactive.

Proactive protocols are table driven, and continuously evaluate routes to all nodes in the

network, while reactive protocols compute routes only on-demand. We describe a few

popular protocols described in literature.

2.1.1 Proactive Protocols

Proactive protocols a.k.a table driven protocols (the namederiving from their use of ta-

bles in trying to maintain an up-to-date view of the network by exchanging these tables)

are usually modifications of well known routing protocols for their wired counterparts;

namely - distance vector or link state protocols [33]. Theseare alsoflat routing pro-

tocols in the sense that they try to compute the shortest pathbetween any two pairs

of nodes given the topology information. Since the topologyis known well before,

communication sessions have minimal delay during initialization since the next inter-

mediate node for packet forwarding is already known. In Global State Routing [12],

the key motivation is to maintain topology information by exchanging link states of
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known destinations between neighbors periodically. On theother hand, the Wireless

Routing Protocol [13] tries to avoid the well knowncount–to–infinityproblem due to

link failures by using the predecessor to destination information in routing exchanges.

In the Destination Sequenced Distance Vector (DSDV) protocol [34], a methodology

similar to the Distributed Bellman Ford algorithm is adopted, in which route entries are

tagged with asequence numberto indicate the freshness of the entry. More recently, an

optimized version of the link state protocol using multi–point relaying was suggested

in [35]. However, in a highly dynamic environment, some of these protocols prove quite

ineffective in trying to maintain a unified view of the network topology across all nodes

due to the large size of routing messages that consume the already scarce bandwidth in

wireless networks [36].

2.1.2 Reactive Protocols

Reactive protocols take a different approach to routing by computing routes only when

necessary. When the need for a communication session arises,the source node broad-

casts aroute querypacket which is flooded across the network in an attempt to finda

route to the destination. If a route is found (either by the destination or another node

that previously knew a route to the destination), aroute replyis sent back to the source.

The source can potentially choose from multiple such replies and chooses the best path

it obtains via the route discovery process. However, routesare error prone due to node

mobility, in which case, the intermediate node that discovers the broken route sends a

route errorpacket back to the source. The source then proceeds to restart the discovery
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process (if it does not already have an alternate path in its cache) to find a new route to

the destination. Data packets carry the entire source routeas in Dynamic Source Rout-

ing (DSR) [14] or follow the forward (backward) path set up by the route discovery

process in Ad hoc On Demand Distance Vector (AODV) [15] routing. The route selec-

tion process may be nodal degree based as in Associativity Based Routing (ABR) [37]

or signal strength based as in SSR [38]. The Temporally Ordered Routing Algorithm

(TORA) [39] is yet another on demand routing protocol which creates a destination

oriented acyclic graph for multiple routes to the destination.

2.1.3 Issue of Scalability in Current Solutions

Although most of the protocols described in the previous sections try to adapt to the

dynamic nature of the network and the constraints imposed bymobility, none of them

have been shown to scale with either network size or increased node mobility. Table

driven protocols usually try to optimize on the shortest path between the source desti-

nation pair, but add considerable control overhead that increases asO(n2) to maintain

a snapshot of the network across all nodes. [36], [40] has shown that table driven pro-

tocols perform poorly with respect to on demand protocols interms of network control

overhead, achievable throughput as well as per packet delayin many scenarios, includ-

ing networks that have node memberships in the order of tens of nodes. Additionally,

caching techniques andimplicit source routeswere proposed in [41] and [42] to reduce

the overhead in on demand routing. Ironically, even though reactive protocols only in-

cur overhead for route construction and maintenance when needed (which gives them
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the upper hand over proactive protocols), they too suffer from limited scaling properties

due to the overhead incurred in carrying out route discoveryand maintenance in large

networks [43], [44] due to network wide flooding. Route discovery, being a broadcast

mechanism, can flood the network and the impact of this behavior in large networks

will be significant. Also, since path lengths are longer on the average when the network

diameter increases, communication sessions are prone to multiple link breakages. This

results in multiple nodes initiating the route recovery mechanism using error packets.

These error packets may not reach the source due to upstream link failures along the

reverse path, and even if they do, the source node will be unable to make a repair before

another link in the route breaks. While hybrid solutions thatcombine the best of both

reactive and proactive protocols have been proposed in literature [16] [17], these suffer

due to the inherent drawbacks in their respective reactive/proactive components in large

networks.

Clustering and hierarchical network organization has been awell known technique to

achieve scalability in wired networks [45], [46], and therehas been considerable work

in this area to adapt this concept for organizing multi–hop wireless networks into hier-

archical clusters for routing scalability [47], [48], [49], [50], [51], [52], [53]. However,

the original motivation behind hierarchical routing is to reduce the memory require-

ments for storing routing table in internetworks of thousands of networks consisting of

millions of hosts, and not to withstand the unpredictable and dynamic nature of mobile

ad hoc networks. Even it were possible to form unique clusters and organize them into

a hierarchical network (which in itself is a daunting task),maintenance of this hierarchy
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with mobility would be extremely difficult, given the dynamic topology changes and the

limited bandwidth by which the reconfiguration informationmust be propagated across

the nodes. Cluster head changes can cause arippling effect, where the role change of

a leader in the higher level of hierarchy results in subsequent changes in lower lead-

ers all the way to the bottom of the hierarchy. Another difficult task in maintaining a

hierarchical network is the assignment and binding of node addresses to hierarchical

addresses, which is primarily used for routing in the hierarchy. Periodic or triggered

registration/binding of addresses to hierarchical addresses, and the query–response for

obtaining the hierarchical address before the start of a communication session add to

the control overhead, and hence, congests the network. In addition to all these, the path

used for routing may be sub–optimal than the shortest path – an inherent tradeoff in

hierarchical routing – which may lead to higher bandwidth consumption.

2.2 Geographic Routing

Recent advances in positioning Several schemes have been proposed in literature to lo-

cate wireless nodes in the context of indoor and outdoor applications. These solutions

are GPS based [54], [20], infrastructure based [55] or cellular network based [56], [57],

[58] for mobile location tracking in an outdoor environment. For tracking nodes in

an indoor environment, the RADAR system [59] builds a signal fingerprint of the en-

tire region, and matches a node’s received signal strength to obtain its location. In the

CRICKET location support system [60], nodes receive periodic radio and ultrasound
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signals from installed base stations, and associate themselves with the closest base sta-

tion. More recently, [61], [62], [63], [21], [64], [65] describe distributed algorithms to

obtain node positions in ad hoc networks where location unaware nodes identify their

locations with the aid of more capable nodes that already know their locations. Recently,

a new family of protocols have been proposed that take advantage of these localization

algorithms to use the position of nodes to aid in routing in wireless multi-hop networks

with an eye on achieving routing scalability. A survey of position based routing algo-

rithms can be found in [66] and [67]. We describe representative schemes from the

above in the following section.

2.2.1 Greedy Routing Algorithms

Finn’s Cartesian routing[68] is the earliest known position based routing mechanism

found in literature for datagram routing in wired networks.Greedy forwarding has

been an efficient contender for position based routing in wireless packet networks.

In [69], Takagi et. al. suggestedMost Forward within Radius with backward pro-

gression(MFR), in which all nodes are aware of the positions of their active neighbors

within their transmission radii and packets to a destination are forwarded to the node

that makes most forward to the final destination location. Ifno nodes are in the for-

ward direction, the intermediate nodes transmits to the least backward terminal, if any.

Thus, MFR tries to minimize the number of hops a packet has to traverse in order to

reach the destination. Under a fixed transmission range for all nodes and spatial distri-

bution of nodes according to a two dimensional Poisson process, [69] proved that the
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optimal number of nodes covered by a single transmission should be eight such that the

forward progress made during each transmission is maximized. In figure 2.1, source

S forwards a packet toC using MFR for a packet destined forD. Although MFR per-
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Figure 2.1:Greedy Forwarding

forms in scenarios where the transmitter is able to control the transmit power according

to the distance between the sender–receiver pair, yet another strategy known asNearest

Forward Progress(NFP) [70] performs better than MFR where the sender is able to

control the packet transmit power. As per this approach, thepacket is transmitted to

the sender’s nearest neighbor that makes forward progress to the destination. Thus, in

figure 2.1,S forwards the packet toA using the NFP scheme. Intuitively, when a node

transmits at full power, although the packet is able to find a receiver that makes maximal

forward progress, the increased interference range due to this strategy results in addi-

tional collisions, resulting in unsuccessful transmissions. Thus, the average forward

progress, denoted byp · f (a,b), wherep is the probability of a successful transmission

and f (a,b) is the progress made for a transmission from nodea to nodeb, is higher for

NFP than MFR.
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2.2.2 The Local Maxima Problem and Recovery via Face Routing

A main disadvantage of greedy forwarding is the occurrence of a local maxima from

which it may not recover. For example, in figure 2.2, nodex is an intermediate node

for a packet destined for nodeD. However,x does not have any active neighbors that

can make forward progress towardsD. Thus, avoid (or a geographic hole) is said to

have occurred atx, since the greedy forwarding scheme led to the occurrence ofa local

maxima atx. Although two paths[x→ w→ v→ D] and[x→ y→ z→ D] exist toD,

x will not choose to forward to eitherw or y using greedy forwarding. To recover from

D

w

v z

y
x

Figure 2.2:The local maxima problem

geographic holes, Karp et. al. [71] suggested theGreedy Perimeter Stateless Routing

(GPSR) in which a packet follows the path according to the wellknown right-hand

in planar graphs rule to traverse around the void. Thus, in figure 2.2, it is possible

to traverse around the perimeter[x→ w→ v→ D→ z→ y→ x] by using this cycle

traversing property. The concept of creating planar graphsfrom arbitrary graphs using

Relative Neighborhood Graphs(RNG) andGabriel Graphs(GG) is well known in lit-

erature. Thus, only by knowing the local neighborhood information alone, it is possible
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for nodes in an arbitrary graph to remove edges locally to form RNG or GG planar

graphs. In [71], the authors adapted the routing protocol toobtain the RNG graph, since

they felt that the RNG being a subset of the GG, offered the possibility of an enhanced

MAC protocol performance due to reduced interference from asmaller subset of edges.

Having formed the planar graph locally, the routing is done as follows: carry out greedy

forwarding whenever possible. On encountering a geographic hole, switch to perimeter

mode. Figure 2.3 shows how perimeter forwarding occurs in GPSR. A connected pla-

D

X

Figure 2.3:Example of Perimeter Routing in GPSR

nar graph partitions the plane intofacesthat are bounded by the polygons made up of

the edges of the graph. The concept is to forward the packet onthe faces of the graph

that are progressively closer to the destination. On each face, the packet is forwarded

along the interior of the face by using the right hand rule: forward the packet on the next

edge counter clockwise from the edge on which it arrived. Whenever the line between

the source and the destination (which indicates the shortest Euclidean path and the best

direction to reachD) intersects the edge along which the packet is to be forwarded,

check if the intersection is closer to any other intersection previously encountered. If

20



2.2. GEOGRAPHIC ROUTING

this is true, switch to the new face bordering the on the edge which the packet was about

to traverse, and continue to forward the packet according tothe right hand rule. This

algorithm guarantees the successful delivery of a packet toD if a path does indeed ex-

ist, or the packet gets dropped at an intermediate node whichnotices the repetition of

forwarding the packet at the start of the cycle.

Independently, Bose et. al. suggested the Face-II [22] algorithm using a similar

concept to GPSR to route messages using the right hand rule inplanar graphs. They

assume aunit graph model in which a edge(u,v) exists between nodesu and v, if

dist(u,v) ≤ R, whereR is the transmit range. Given an arbitrary graph, nodes can

compute the Gabriel Graph locally by removing non-planar edges with the aid of their

neighborhood position information. Since the Minimum Spanning Tree (MST) is a

subset of both the unit graph as well as GG, the intersection of both must give rise to

a connected planar graph. The Face-II algorithm is similar to the graph traversal in

GPSR, and routes packets towards the destination by sequentially touring the faces of

the planar graph by the right hand rule. Finally, they combine greedy forwarding with

Face-II to create a new algorithm called GFG (Greedy-Face-Greedy) that switches to

greedy routing from face routing when a suitable node that located closer to the point

where face routing started is found.

2.2.3 Scalability of Geographic Routing

One of the key observation from all of the position based routing algorithms is that

the routing decision at an intermediate node is solely basedon its position, its locality
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information (position of neighbors), and the position of the destination. In any dis-

tributed routing protocol (except flooding), these are minimal requirements to perform

routing. With positioning devices such as GPS becoming cheaper and availability of

alternate localization schemes, determining one’s own position is no longer an obsta-

cle. Nodes can periodically broadcast short packets containing their identities as well

as locations so that each node is aware of its neighborhood. Link breakages will not

result in loops if intelligent routing decisions are made. Thus, in terms of required

resources and loop freedom, geographic routing gains an upper hand over proactive

protocols. Additionally, routing requires minimal state information, and packets need

to carry only the destination location information for intermediate nodes to perform

routing. Finally, link breakages do not result in routes getting broken, since packets can

be readily forwarded via existing links, and are guaranteedto be delivered as long as a

path exists in the network. Clearly, only localized algorithms provide scalable solutions,

and geographic routing is indeed a potential candidate for scalable routing in a critically

power/bandwidth constrained network.

While geographic routing is localized and resource efficient, the average paths can

be relatively longer in sparse networks due to the local maxima problem and traversing

large faces in the resulting planar graph. The spanning ratio (defined as ratio of the

length of the shortest path between nodesu andv measured by Euclidean distance to

that of the Euclidean distance betweenu andv) due to either GG or RNG can beθ(
√

N)

in the worst case, whereN is the number of nodes [73]. However, improvements to

face routing were proposed in [74], [75] and [76] using constrained face traversals and
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shortcuts using internal nodes to cut down on the redundant transmissions.

2.3 The Location Management Problem

Although geographic routing may be the key in providing a scalable solution for rout-

ing in ad hoc networks, a key requirement for any position based routing algorithm is

the need for an accurate position information of the destination. Most of the literature

in position based routing assume the presence of a location service through which the

position of the destination can be obtained, but neither considers the details of such a

service nor provides an insight into the scalability of geographic routing imposed by

this service. One can compare the location management problem to that of ad hoc rout-

ing; namely - if it were possible to maintain a snapshot of thenetwork topology across

all nodes, any shortest path algorithm can be used to discover routes to destinations.

Similarly, if all nodes knew the exact locations of each other, a geographic routing algo-

rithm can be used to deliver packets to the destination. However, the problem at hand in

either case is to maintain route/topology information or the current location information

with node mobility. Although there has been tons of work on adhoc routing in litera-

ture, there has not been considerable effort into designingefficient location management

schemes.

An obvious choice for a simple location service is using a brute force algorithm, i.e.

flooding - alocation querypacket can be broadcast across the network, and either the

destination or a node that knows the destination’s accuratelocation can then reply to the
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query with the current position of the destination. However, flooding has anO(N) over-

head compared to theO(
√

N) overhead of geographic routing, and suddenly, position

based routing is not as attractive as before for scalable routing. Clearly, an efficient lo-

cation management protocol is required for position based routing to deemed scalable.

Thus, location management is defined as the problem of maintaining the locations of

nodes in a distributed manner in an ad hoc network such that the position of a required

destination can be found with minimal effort. The efficiencyof such a protocol can

then evaluated solely based on the signalling overhead it creates and its effect on the

scalability on geographic routing.

Although the problem has been studied exclusively in conjunction with cellular net-

works (see [77] for a survey), the dynamic/distributed nature of ad hoc networks makes

the problem especially interesting and difficult. First of all, the VLR/HLR (Visitor

Location Register/Home Location Register) architecture forlocation management in

cellular networks is a static infrastructure, and can be assumed to be operational while

the network is operational. The location management signalling can easily be built into

the current communication protocols between the mobile unit and the base station using

an additional channel. Another difference is that any signalling between the mobile unit

and the database is over a single wireless hop followed by fixed wired infrastructure,

and hence, signalling bandwidth is not as much a concern as inad hoc networks. Nodes

can be powered down, sleeping or even be partitioned in ad hocnetworks, hence choos-

ing a set of nodes as location servers can be non–trivial in adhoc networks. Since the

bandwidth is a scarce commodity in ad hoc networks, the protocol should be careful to
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avoid large volume of signalling over many hops.

2.3.1 Related Work

Routing protocols such as Location Aided Routing (LAR) [78] andDistance Routing

Effect Algorithm for Mobility (DREAM) [79] are the earliest known schemes for lo-

cation based routing in literature. Although these were notdirectly associated with the

location management problem, they can be easily modified to fit the bill. DREAM

proactively disseminates node position information so that future data sessions may

flood data packets in the direction of the previously known position of the destination.

On the other hand, LAR tries to find a source route to the destination and controls the

request flood region by restricting it to an an area that includes the previous known lo-

cation of the destination. However, both these protocols are not scalable, due to their

flooding nature of control packets. [80] is the earliest known location management pro-

tocol described in literature for ad hoc networks, even though they do not specifically

deal with locations in their work. The idea here is to select asubset (quorum) of nodes

for storing pertinent information (node locations, for example). Updated information is

written to a subset of these nodes. When the intersection of these subsets is non–empty,

any of the subset can be read for data written to the subset during a previous write cy-

cle. Since there can be multiple responses to a read request,time stamps can be used

to separate the most recent information.Home regionbased location management was

independently suggested by [23] and [81]. Location management in [23] is similar to

that of Mobile IP, where each node selects a unit region in theterrain as itshome region
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by using a mapping function (a hash function, for e.g.) and the unique address of the

node. A node updates its home region when its position changes significantly. Home

regions can be later discovered by using the mapping function and queried by source

nodes in an on demand fashion for locating destination nodes. Similar to the region

based protocols, [82] and [24] suggested alternate grid ordering schemes for achieving

scalability in location management.

However, due to the manner in which the location servers are chosen, the average

path length in these schemes for updating home regions or location servers as well as

querying increase asO(
√

N), whereN is the number of nodes in the ad hoc network.

Thus, the location management overhead also increases proportionately for these pro-

tocols. While such overheads are comparable that of geographic routing, we would like

to see if new protocols can be designed which can achieve a better upper bound on the

location management cost and thereby assisting efficient geographic routing.

2.4 Summary

In this chapter, we introduced various position based routing strategies that could be po-

tentially employed for routing in large ad hoc networks spread over a wide geographic

area. The main attraction of these protocols is that the routing is localized and that

packet delivery can be guaranteed solely based on location information at intermedi-

ate nodes. We also introduce the problem of location management, in which a source

node requires the destination node’s location informationbefore it can carry out rout-
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ing. Location management can the bottleneck in achieving scalability for geographic

routing, and efficient location management protocols need to be developed for this pur-

pose. We also presented a survey on existing location management protocols proposed

in literature.
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Chapter 3

Scalable Location Management

Protocols

Our preliminary research in scalable location management resulted in three distinct grid

based schemes. Having a priori knowledge of the network geography, we divide the

playground intoG logical unit regions (also known asOrder-1 regions). The basic

idea behind our location management schemes is to denote some of the unit regions in

the network as location management entities, where nodes physically located in those

regions carry out tasks to manage locations in a distributedmanner. The unit regions

form the basic building for location management, and hence their design (size) must be

done carefully such that the cost of location management is optimized. Also, since we

require that any information which needs to be broadcast to all the nodes in the region

be done via a constant number of radio broadcasts, we decide to keep the length of the

unit region constant. Figure 3.1 shows an example of an unit region whose side isr√
2
,
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wherer is the radio range of each mobile node. Note that the divisionof the terrain

r
Level 0 Grid

Radio range

Figure 3.1:An unit region

into unit regions is solely logical and can be done by nodes individually, havinga priori

knowledge of the terrain dimensions as well as the size of a unit region. Once the terrain

division is done, nodes can uniquely select specific unit regions to act as location server

regions (also known as home regions in the remainder of this chapter). The role of a

home region is to keep track of the location of nodes that selected this region as their

home region. Instead of choosing individual nodes as servers, our notion of a server

region delegates the responsibility of location management to all nodes present in that

particular region. This way, even if nodes leave or die in thenetwork, the location

management protocol will not suffer.

In general, the location management protocols proposed in this chapter have a sim-

ilar outline as follows:

• Divide the terrain into well ordered unit regions. Regions may be flat, or ag-

gregated for the purpose of routing scalability. Each node selects one region as

its serverregion. The mapping between a node and its server region is unique
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and protocol dependant. The mapping is done such that other nodes who wish to

know a node’s server region can easily do so.

• Each node carries out theupdate(or registration) phase, in which update packets,

containing the current location of the node, are geographically routed to server

regions. The position of the server region is indicated by a unique point inside

the region (such as the lower left corner or the middle). The update phase can be

triggered by a timer (periodic) or by node mobility (crossing grid regions). When

a node that resides in the server region receives the update packet for the first time,

it carries out a region widegeocastto update all other nodes that are resident in

that region of the updating node’s current location. Thus, mobile nodes that are

currently resident in a server region form the locationserversfor all the nodes

registered to that region.

• When a node moves into a new unit region, it also carries out amaintenance

phase, in which it requests nodes already present in that region to forward new

location information that it must store as part of its serverduty.

• Finally, when a source node needs to find the location of a destination node, it

queries the destination node’s server region using aquery packet. The query

phase is terminated by theresponsephase, in which the first node to receive the

query will respond with the latest known location of the destination node. Data

is then routed to the destination node by the source node using this location and a

position based routing protocol.
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In the following subsections, we outline the specific location management protocols in

detail. The first protocol, SLALoM, makes no assumption regarding either the mobil-

ity of nodes or traffic pattern. On the other hand, the multilevel hierarchical protocol

performs best in scenarios where both mobility and traffic are localized.

3.1 Scalable Location Management (SLALoM)

Grid Ordering : Given a square region of areaA, SLALoM [83] divides the topography

into G logical unit regions (referred to asOrder-1 regions), where each node is aware

of the size of the topography as well as the size of an Order-1 region. It then combines

K2 Order-1 regions to form Order-2 regions, whereK is a variable and will determine

the optimum location management control overhead. Each node selects ahome region

in each Order-2 region via a functionF that maps roughly the same number of nodes to

each Order-1 region in an Order-2 region. As mentioned before, ahome regionis simply

an Order-1 region whose member nodes are responsible for keeping track of the node

locations which selected that Order-1 region as their home regions. Thus, due to this

specific division of the terrain, every node hasO( A
K2) home regions inA (note that since

the original square cannot be perfectly tiled with Order-2 regions, it is possible that

some nodes may not have home regions in the Order-2 regions adjacent to the boundary

of A). Also, if a nodeu is present in an Order-1 regionRi, which lies in an Order-2

regionQi, then all home regions ofu that lie in or adjacent toQi are considerednear

home regions, while the rest are consideredfar home regions.
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Remark3.1.1. Let u andv be nodes in the network. Regardless of whereu is located,

there is a home region ofv that is within
√

2K of u.

Q
U

Figure 3.2:Grid ordering in SLALoM

Example 3.1.2.Figure 3.2 shows a sample square topography divided into Order-1 and

Order-2 regions, where an Order-2 region consists of 16 Order-1 regions (i.e.K = 4

in this example). The shaded regions indicate nodeu’s home regions in each Order-2

region. The shaded region in regionQ and the eight shaded regions aroundQ represent

u’s near home regions while the remaining are far home regions.

Location Management in SLALoM: All nodes present in a home region ofu act as

location servers foru, and keep an entry for the location ofu in their location database.

Whenu moves across two Order-1 regionsRi andRi′, it does the following:

• If Ri andRi′ are in the same Order-2 regionQi, u informs all it’s near home regions

of the movement, by a partial location update.
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• If Ri is in Qi, andRi′ is in a different Order-2 regionQi′ , u updates all home

regions of the movement by a full location update.

• u also requests nodes inRi′ about the location information it has to keep for nodes

that have selectedRi′ as a home region.

A home region is updated by sending a location update packet to the region, and the first

location server to obtain the packet will carry out a broadcast in the region to update

all location servers in that region about the movement ofu. Multiple home regions

are informed by location updates that traverse a multicast tree such that each update

traverses a distanceK between two home regions. The length of such a tree is then

O( A
K ). Thus, it is relatively easy to understand that all home regions know thatu is in

Qi′ . In addition, all near home regions know thatu is in Ri′.

Q
U VR

Figure 3.3:Location Update in SLALoM

Example 3.1.3.Figure 3.3 shows a typical location update process in SLALoM. Node
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u updates its near home regions around regionQ due to a local grid crossing, while

nodev carries out a full location update of its home regions acrossthe network, having

crossed an Order-2 region into regionR.

Discovering a node’s location: A nodev wishing to communicate with another

nodeu uses the mapping function to identify the closest home region of u and sends a

query packet to it. If the home region is a near home region, a response is generated by

the location server nodez that receives the query withu’s exact location. If the home

region is a far home region,z forwards the message to the closest near home region of

u, and the location server in that region which receives this message forwards it to the

exact location ofu.

Q
U

VR

Figure 3.4:Location Discovery in SLALoM

Example 3.1.4.Figure 3.4 shows how nodeu discovers the location of nodev for

forwarding data. Nodeu sends a query packet tov’s home region nearest to its Order-

2 region,Q. The first location server on receiving the query forwards itto R, since it
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realizes that it is in a far home region due tov’s last update. SinceR contains a near

home region, a server that gets the query forwards it to the exact location ofv.

As stated before, SLALoM makes no assumption regarding either the mobility or

traffic pattern in the network. Nodes may move across the entire terrain and initiate

communications sessions with other nodes located randomlythroughout the network.

Essentially, this requires multiple home regions in the terrain such that there is some

representative server for each node at a finite distance fromany other node and that can

be queried to obtain the locations of nodes. This is precisely why a node selects a home

region in each Order-2 region. However, updating all home regions when a node has

moved significantly is costly, and we try to alleviate this cost using near and far home

regions. In Chapter 4, we will show that the proper choice ofK, i.e., the number of

Order-1 regions that make up an Order-2 region, has an impacton the total location

management cost of the proposed protocol.

3.2 Efficient Location Forwarding (ELF)

From the previous section, we note that the location update phase in SLALoM can be

costly in terms of number of transmission required. Namely,each boundary crossing

will result in at least9 anycaststo near home regions. Additionally, if the boundary

crossing is across Order-2 regions, the entire set of that node’s home regions have to be

updated via multicast. In a bandwidth restricted environment, such updates may cause

channel congestion, especially with increasing node mobility. Thus, we need explore
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mechanisms to control this overhead without losing the distinct advantages of having

multiple home regions. As an optimization, we can delay the location update phase

by setting a forwarding pointer from the previous home region to the new home region

when a node moves between Order-2 regions. Subsequent such operations can lead to a

chain of forwarding pointers from the last known home regionof the node to its current

home region. Thus, we can save on the number of multicast updates the node would

have initialized. The tradeoff for such savings is the longer distance that a query will

now have to traverse to reach the current home region of the node. In this section, we

outline the proposed protocol in detail.

Grid Ordering : The grid-based topology construction in ELF [84] is similar to that

of SLALoM, except that we do not have the concept of near or farhome regions. In-

stead, we haveforwardinghome regions and aterminalhome region. Thus, similar to

SLALoM, there areO( A
K2) home regions, of which only one is a terminal home region,

and the rest are forwarding home regions for each node. The terminal home region

corresponds to the home region selected by a node in its current Order-2 region. Each

node also keeps a counterccrosswhich keeps track of the number of Order-2 boundary

crossings it has made since its last update ofA.

Location Management in ELF: Whenu moves across two Order-1 regionsRi andRi′ ,

it does the following:

• If Ri andRi′ are in the same Order-2 regionQi, u informs its terminal home region

of the movement.
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• If Ri is in Qi , andRi′ is in a different Order-2 regionQi′ , and ifccross is less than

a thresholdαKβ, u sets up a forwarding pointer between its previous terminal

home region (which now becomes a forwarding home region) andits terminal

home region

• If ccross is greater than the threshold,u updates all home regions using the multi-

cast tree mentioned previously.

• u also requests nodes inRi′ about the location information it has to keep for nodes

that had selectedRi′ as a home region.

Discovering a node’s location: Similar to SLALoM, a nodev wishing to communicate

with another nodeu sends a query packet to the closest home region ofu by using the

mapping function. There can be two cases:

• If the home region is a terminal home region, a location response is returned by

the location server tov with the exact location ofu.

• Otherwise, a location response is returned tov with the location of the home

region of the last known Order-2 region ofu that this home region knows. From

here onward, the message fromv follows the chain of forwarding home regions

set up byu before the message is finally handed tou.

Example 3.2.1.In figure 3.5, Order-2 regionQ represents the region when nodeu last

updated all the home regions, and Order-2 regionR contains the terminal home region.

The intermediate home regions indicated by the arrows represent the forwarding home
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U

Q

R

Figure 3.5:The topography is divided into Order-2 regions, each consisting of 16 Order-1 regions. The

shaded grids indicate where node U’s home regions may be located. Region Q is where U last updated

the entire square, and the arrows indicate the forwarding chain set up till the current Order-2 region of U

regions set up byu. A query for u follows the forwarding chain until it reaches the

terminal home region inR which knows the accurate location of nodeu.

3.3 Hierarchical Grid Location Management (HGRID)

In the last two sections, we described efficient location management schemes for ar-

bitrary ad hoc networks. i.e, we do not make any assumptions regarding either node

mobility or communication requirements between node pairs. Any node can randomly

initiate a network connection to any other node in the network, and nodes move arbitrar-

ily any where in the network. However, this may not be true forall type of applications

envisioned for ad hoc networks. Particularly, node movement may be limited to a spe-

cific region in the network. There may only be few occasions when a node is required

to traverse the entire network diameter frequently. Under such circumstances, any lo-
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cation management scheme that tries to update location information to nodes located at

far ends of the network consumes unnecessary network bandwidth. This would also im-

ply that location update cost should be proportional to nodemobility. For instance, if a

node is totally stationary upon initialization, its ideal update cost must be zero. A rapidly

moving node may incur additional overhead by issuing frequent location registrations

which is proportional to its speed. Another observation is that there is a good chance

that communication needs may frequently arise between nodes that are geographically

located close to each other than ones that are located far away. Hence, location queries

for nearby nodes must stay local, while those for nodes that are located far away may

be penalized more.

Under these considerations, one wonders about the effect ofdeploying a multi–

level hierarchy for location information management, in which the clarity of location

information is higher across lower order leaders, while higher order leaders have a better

overall view of the network. In fact, the above considerations are best suited for a

hierarchical setup for location servers. However, we note from section 2.1.3 that trying

to build a hierarchy in mobile wireless networks is usually adaunting task due to cluster

management and hierarchical address maintenance. But, if weare able to design a

hierarchy based on unit regions, where the position of a nodeautomatically assigns it a

specific role in the hierarchy, we can get rid of complex message exchanges required to

initialize and maintain a hierarchy across the network. This observation is precisely the

motivation behind the HGRID protocol [85], [86].

For the purpose of clarity, we will refer to Order-1 regions as Level-zero (L0) re-
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gions, which form the lowest set of regions in the hierarchy.By combiningL0 regions

in groups of 4 and selecting exactly one of those regions in each group, we obtain the

next set of leader regions, namely Level-One (L1). A similar procedure of grouping and

dividing is done until the hierarchy ofk levels can be established. A formal definition

of the procedure that creates a multilevel hierarchy from a set ofL0 regions follows:

Grid Ordering : The grid hierarchy is defined by a recursive process as follows: at each

level i(1≤ i ≤ k−1), we select the top rightmostLi−1 leader to be theith hierarchical

leader of the bottom leftLi grid, top leftmostLi−1 leader to be the hierarchical leader

of the bottom rightLi grid, bottom rightmostLi−1 leader to be the hierarchical leader of

the top leftLi grid and bottom leftmostLi−1 leader to be the hierarchical leader of the

top rightLi grid. The top of the hierarchy, (Lk), is defined by the fourLk−1 grids.

Level 0 Grid

Level 1 Grid

Level 2 Grid

L1(1)

L1(0) L2(0)

L1(2)

Figure 3.6:A three level hierarchy in HGRID. A level 1 grid leader knows the exact location of all

nodes located in the four level 0 grids under it. Level 2 leaders are constituted from level 1 leaders.

A local broadcast protocol ensures that all the leaders in level 2 grids are aware of all the nodes in the

network.

Example 3.3.1.Figure 3.6 shows a three level hierarchy constructed from a terrain con-

sisting of 64 Order-1 orL0 regions. By combining 4L0 regions at a time, and selecting
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one region from each set, we get 16L1 leaders, represented by the lightly shaded regions.

Note that this selection is not unique across all groups ofL0 regions as per the hierarchy

construction algorithm. For e.g., for the lower leftmostL0 regions, the top rightmost re-

gion labeledL1(1) is selected as theL1 leader for those four regions. On the other hand,

the bottom rightmostL0 region is selected as theL1 leader for the fourL0 regions located

at the top leftmost corner of the terrain. During the next iteration, fourL1 leaders are

grouped at a time, and exactly one region is selected from each group to be anL2 leader,

represented by the dark shaded regions. Thus, the unit region labeledL2(0) is a Level-

two leader region selected amongst from fourL1 regions, namelyL1(0), L1(1), L1(2)

and itself. In a nutshell, the hierarchy construction algorithm builds up a hierarchy in

the form of a logical tetrahedral pyramid, starting with theunit regions.

We also note that this may not be the only way to form a hierarchy using unit grid

(L0) regions. Other configurations (such as combining 9 unit regions at a time, with

the region located in the center delegated as the next level leader) can also be used

to build the hierarchy. However, the general idea behind location management and the

average location management cost (to be described in Chapter4) applies for all practical

purposes. Additionally, the terrain need not be a perfect square for the protocol to

operate correctly. The logical hierarchy construction maybe applied by assuming a

perfect square topology, but ignore all the unit regions that fall outside the actual terrain

dimensions.

Location Management in HGRID: Each time a nodeu crosses anL0 grid boundary,

it broadcasts its entry into the new region, and unicasts twoLOC UPDATE (location
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update) packets – one to theL1 grid of its previousL0 grid (if required) indicating its

departure from the region, and another packet to theL1 grid of its currentL0 grid to

indicate its arrival. Each packet contains information regarding the node’s current and

previous location, as well as the action to be taken (insertion/deletion from the location

database) at each leader to make the location servers consistent in their view of the

network. TheLOC UPDATEpackets are processed at each level of the hierarchy in

the following manner: nodev which is present in the hierarchical leader grid to receive

the LOC UPDATEfirst, updates its own location database, and broadcasts thepacket

in the current grid. Every location server that receives thebroadcast simply updates its

location database, if it is co-located in the same grid.

Nodev also checks theLOC UPDATEto see if the boundary crossing requires its

hierarchical leader to be alerted, and if so, unicasts the packet to its next destination by

geographic forwarding. If the movement specified in theLOC UPDATE is within the

area covered by the current hierarchical leader,v decides to stop the update process.

Thus the location update process continues until theLOC UPDATEreaches either any

one of the fourLk−1 leaders, or a hierarchical leader grid which covers the gridbound-

ary whose crossing started the registration process. When aLOC UPDATEreaches a

Lk−1 leader, the node receiving the packet first carries out a local broadcast protocol

to make all theLk−1 leader databases consistent. Additionally, nodeu carries out a

location maintenance process similar to the previous approaches to update its location

database to be consistent with others servers in its new unitregion.
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Lemma 3.3.2.A LOC UPDATE which was produced by an Lth
i boundary crossing by

a node visits at most i+1 hierarchical leaders for (0≤ i ≤ k−1) and i leaders for i = k

in any Lk−1 grid.

Proof. Since by construction,Li+1 leaders are constituted fromLi leaders, any boundary

crossing in anLi+1 grid requires only the leaders from the lowermost level to the i +1th

leader to be notified. Since there are at most k hierarchical leaders to be visited from

the lowest level to the highest, anLk boundary crossing visits at most k leaders.

D1(2,0)

L1(1,1)

L2(3,3)

D2(0,2)

Movement

DB_INSERT

DB_DELETE

L1(1,3)

L1(3,1)

Figure 3.7:Location Update in HGRID

Example 3.3.3.Figure 3.7 shows a typical location update process in the hierarchical

location management scheme. SinceD1 crosses alevel-1boundary, it has to unicast

two LOC UPDATEpackets, one toL1(1,1), theL1 leader of the previousL0 grid it had

visited, and the other toL1(3,1), theL1 leader of it’s current grid. The update toL1(1,1)

instructs location servers within the grid to delete the entry for D1 from their location

databases (DB DELETE), and the update toL1(3,1) instructs the servers inL1(3,1) to

make a new entry forD1 (DB INSERT). The update toL1(1,1) stops atL1(1,1), while the

update toL1(3,1) continues to be unicast toL2(3,3), since alevel-1boundary crossing
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requires the next hierarchical leaderL2(3,3) to be updated. Notice that the movement of

another nodeD2 terminates atL1(1,3), since the movement is local to theL1 hierarchy

managed byL1(1,3). Note that each step shown in the figure may consist of multiple

physical transmissions of the update packet to reach the specified grid.

Location Discovery: If destinationD is in the same unit region as sourceS, D

would be inS’s neighbor table because of the local broadcast protocol. Otherwise, a

LOC QUERY(location query) packet forD is sent toS’s L1 leader. As part of location

server set up, it is trivial to realize that ifSandD are in the sameLth
i grid, the query has

to be forwarded until it reaches anLth
i server (in the worst case), before a location reply

can sent back. Since the location databases in the upper levels of the hierarchy carry the

approximate location information of nodes, location replies from these servers return

the address of the server who has more accurate information of the destination.

Lemma 3.3.4.A LOC QUERY visits at most k-1 hierarchical leaders.

Proof. Since the query has to be forwarded to aLk−1 leader in the worst case, and since

the serves in the top level have complete knowledge about thenetwork, the lemma

follows.

Example 3.3.5.In figure 3.8, the location query from sourceS is forwarded byL1(1,3)

to L2(3,3), since it has no knowledge of destinationD. The query terminates atL2(3,3),

and a location reply is returned toSwith the destination location specified asL1(3,1) in

the reply packet.
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L1(1,1)

L2(3,3)

S(0,2)

L1(1,3)

D(2,0)

DATA

L1(3,1)

LOC_QUERY

LOC_RESPONSE

Figure 3.8:Location Discovery and Data Transfer

Data Transfer: If S andD are co–located in the sameL1 grid, the location ofD,

as indicated by the location reply, is accurate andS can forward the data directly to

D’s location. Otherwise, the location is approximate, andS forwards the data packet

to the location server specified in the location reply. When the data packet reaches the

specified grid, a serverv that receives the packet first checks its neighbor table to see

if D is co-located in the same grid. If so, the packet is successfully forwarded to the

destination. Otherwise,v searches for theD in its location database. By construction,v

must have an entry forD in its location database. Ifv has accurate information aboutD,

it further forwards the packet toD, otherwise, the packet is forwarded to the next loca-

tion server which is a level lower thanv in hierarchy, but has more accurate information

aboutD’s position. This process continues until the packet reaches D, or it reaches an

L0 grid, and the node that receives the packet drops it since it has no information about

D. This can happen becauseD would have left this grid, andD’s location update to its

new hierarchical leader failed to reach the leader before the data packet was forwarded

by the leader toD’s previously visited grid. Since packet transmission timeis much
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smaller than node mobility, such drops should not be frequent under low network load

conditions.

Example 3.3.6.In figure 3.8,Sforwards the data packet toL1(3,1), as indicated by the

location response from the location server. When the packet reachesL1(3,1), the node

that receives the packet searches its location database, and realizes thatD is located in

(2, 0). It then forwards the packet to (2, 0) which is successfully received byD.

Thus, under the HGRID protocol, routing may sub-optimal due to the fact that (i)

the location servers have partial information regarding the nodes in the network, and (ii)

location replies may carry approximate node locations. Thefirst data packet to arrive

at the destination may suffer by taking a much longer route than the shortest path to

the destination, had the precise location of the destination been known. To alleviate this

problem, whenD receives a packet fromS, it can send a notification toSwith its current

location so that the new packets toD do not suffer the same fate as their predecessor.

For TCP connections, this can easily be built into the acknowledgement packet thatD

proceeds to send toS.

3.4 Summary

In this Chapter, we have described three novel location management protocols based on

the division of the terrain into unit regions and combining them to in a manner unique to

each algorithm to form location server regions. The motivation to do so is derived from

the observation that node aggregation based on the terrain and delegation of location
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server responsibility to unit regions is more stable than one based on individual nodes

and their locations. Once the server regions are defined, thelocation management pro-

tocol consists of updates, maintenance, querying and data delivery. The server region

selection in SLALoM is under the assumption that nodes move randomly in the terrain

and that communication requirements arise between source-destination pairs randomly

located in the terrain. Due to the potential volume of signalling updates due to Order-

2 region crossing in SLALoM, an optimization scheme for controlling the number of

location updates is proposed, and is known as ELF. Finally, amultilevel hierarchical

partitioning of the terrain is suggested in HGRID to account for more realistic scenar-

ios, where node mobility and communication needs are localized. We will show that

the design choice for partitioning the terrain has an impacton the cost of location man-

agement, defined as the control overhead required to distributively manage and discover

the locations of nodes, on all the proposed protocols in Chapter 4.
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Chapter 4

Scalability Analysis

In this section, we analyze the scalability of the three protocols described in Chapter

3 with respect to increasing network size. We use the notion of scalability from [87],

where the scalability of a protocol is defined as the ability of a protocol to support

the continuous increase of its network parameters without degrading the the network

performance. For clarity, we briefly describe the main contribution of [87]:

• The minimum traffic loadof a network is the minimum amount of bandwidth

required to forward packets over the shortest paths available, assuming all the

nodes have a priori full topology information

• Let Tr(λ1,λ2, ...) be the minimum traffic load experienced by a network under

parametersλ1,λ2 etc., then the network scalability factorΨλi
with respect to pa-

rameterλi is defined to be

Ψλi
= lim

λi→∞

logTr(λ1,λ2, ...)

logλi
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• Let Xov(λ1,λ2, ...) be the total overhead due to protocolX under parametersλ1,λ2

etc., then the protocol scalability factorρX
λi

of protocolX with respect to parameter

λi is defined to be

ρX
λi

= lim
λi→∞

logXov(λ1,λ2, ...)

logλi

• A protocolX is said to be scalable with respect to parameterλi if and only if, as

λi increases, the total overhead induced by such protocol doesnot increase faster

than the network’s minimum traffic load. i.e,

ρX
λi
≤ Ψλi

Since the per node degree and the node density per unit area remains constant with

network size for the class of networks that we consider, we can readily compute the

minimum traffic load of the network. If there areN nodes in the network, and each

node generatesλt bits per second and the average path length increases as
√

N hops,

then Tr(λt ,N) = θ(λtN1.5). This expression assumes that there is an ideal location

management protocol from which the source obtains the destination node’s location,

as well as a perfect geographic routing algorithm that routes the packets in the best

possible manner, given the locations of intermediate nodes. By using the definition of

network scalability factor with respect to network sizeN from above, we getΨN = 1.5.
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4.1. FRAMEWORK FOR LOCATION MANAGEMENT
COST ANALYSIS

4.1 Framework for Location Management

Cost Analysis

The overhead cost of a location management protocol can be divided into three parts:

• Location update cost (LU): This cost covers all the messages nodes send to their home

regions whenever they move to a new location.

• Location maintenance cost (LM): This cost covers all the messages nodes (a) send to

their previous Order-1 squares to inform them of their departure, (b) send to their cur-

rent Order-1 squares to inform them of their arrival and (c) collect location information

as they become location servers for the nodes currently registered in the new Order-1

square.

• Location discovery cost(LD): This cost covers all the messages sent for locating a

mobile.

Hence,ρX
Nshould be≤ 1.5 for each overhead induced by each routing protocol in order

to be deemed scalable with network size as per the above discussion.

Mobility Model : In our mobility model, we assume that nodes move randomly and

that the movement is independent of each other. Each node selects a direction to move,

chosen uniformly between[0,2π]. Each node also selects its speed, chosen uniformly

between[v− c,v+ c] for some timet, wheret is distributed exponentially with mean

τ. After a mobile has traveled for timet, it selects another direction, speed, and time

to travel. As a consequence of this model, the average degreeof a node will be propor-

tional toπr2
t N/A whereπr2

t is the area within a node’s transmission range. To keep this
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fraction constant,A must grow linearly withN.

For the grid-based topologies considered, the original area is partitioned into unit re-

gions. Based on the above mobility model, the size of the unit region is chosen so that

its average node density isγ, a constant. Hence, there areA = N/γ unit regions, each

with areaa.

Cost Analysis: [23] were the first to analyze the scalability of a location manage-

ment protocol in a theoretical framework. Under this framework, the cost of a location

management protocol is analyzed by using a specific mobilitymodel and a specific ge-

ographic routing algorithm, as theaverage number of packetssent within the network

in order to maintain the locations of the nodes. The main observations from [23] are

the following:

1. The cost of broadcasting in an Order-1 square by a node is proportional to the

number of transmissions needed to cover the said square. Thelatter is in turn

proportional to the area of the Order-1 square divided by the area covered by a

single transmission. Thus, b= O(a/r2
t ) packets per Order-1 square.

2. The distance a node has to cover to cross an Order-1 square is proportional

to the side of an Order-1 square. Thus, the number of Order-1 squares a node

crosses per second,ρ1, is proportional to v/
√

a.

3. Given a source-destination distance d, the number of transmissions that need to

be carried out to send a packet from the source to destinationis given by d/z,

where z is the average forward progress made in the course of onetransmission.
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Note that from [23], it is known thatz can be computed fromrt and the average degree

of a node in the network.

4.2 Location Management Cost in SLALoM

Location Update Cost: Recall that each time a node moves into a new order-1 square,

it has to inform its 9 nearby home regions of its current exactlocation. This entails 9

broadcasts in a unit region. Furthermore, if such a move alsocauses the node to move

into a new order-2 square, then it has to inform all its far home regions of its current

approximate location. This requiresO(A/K2) broadcasts in a unit region. We have

LU = O(ρ1(9b+mn)+ρ2(A/K2b+mf )) packets/sec/node (4.1)

wheremn andmf are the costs of sending a message to nodes in the near and far

home regions respectively. We can estimatemn (and mf ) by dn/z (df /z) wheredn

is the total distance between the source node and its nearby (distant) servers andz is

the average forward progressmade towards a destination node in the course of one

transmission. To determinedn anddf , we need to consider the total length of the edges

of the tree used to span the home regions of a node. We mentioned that this tree will

have total lengthO(A/K). Furthermore, the tree behaves like a BFS-tree in that nearby

home regions are close to the root while very far home regionsare at the bottom of the

tree. In particular, the 9 nearby home regions of the node arespanned by a subtree of
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length 9K. We now have

cu = O(ρ1(9b+9K/z)+ρ2(Ab/K2 +A/(Kz)))

= O(vK+vN/K2) packets/sec/node. (4.2)

Location maintenance Cost: When a node moves to a new order-1 square,LM

covers the cost of two broadcasts: the first to inform the node’s previous order-1 square

of its departure and the second to inform its new order-1 square of its arrival. It also

includes the cost of collecting server information, which will be proportional to the

number of nodes registered in an order-1 square. Since each node’s location is recorded

in O(A/K2) home regions, there areO(AN/K2) location information to store. But there

areG = O(N) order-1 squares so each order-1 square hasO(A/K2) nodes registered at

its site. If we assume that one data packet can containβ bits then,

cm = O(ρ1(2b+A/(K2β)))

= O(v+vN/K2) packets/sec/node. (4.3)

Location Discovery Cost: Let cl denote the cost of locating a node per second per

node. Ifu wishes to find the location of av, it sends a unicast to a home region ofv

closest to it. By construction, such a home region is at mostO(K) away. If this home

region is nearv thenu obtains the exact location ofv. Thus,cl = O(K/z) packets per

second per node. On the other hand, if the home region is far from v thenu obtains an

approximate location ofv. Nodeu then routes its message to a home region nearv, Rk.

The node that receives the message atRk then sends it to the exact location ofv. In this
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case,

cl = O(K/z)+O((d(u,Rk)+d(Rk,v)−d(u,v))/z)

= O(K)+O(d(Rk,v)/z)

= O(K)+O(K) packets/sec/node. (4.4)

The second term of the first equation arises because we added the extra steps the

routing takes before reachingv. The second equation follows from the fact thatd(u,Rk)≤

d(u,v). And since the distance ofv to any of its nearby home region is at most 2K, the

third equation follows. In this analysis, we shall make the assumption that packets arrive

at each node at a rate ofλ packets/sec according to a Poisson process.

Total Overhead Cost: Combining the results above, we have the total overhead

cost for the entire network.

Theorem 4.2.1.The average total overhead cost for location management in SLALoM

is O(vKN+vN2/K2) packets per second, which is minimized when K= θ(N1/3). That

is, when K is chosen appropriately, the average total overhead cost of our protocol is

O(vN4/3) packets per second.

Proof. The proof follows from minimizing the total overhead cost with respect toK.

Theorem 4.2.2.SLALoM is asymptotically scalable with respect to network size.

Proof. From the previous analysis,ρLU−SLALoM
N = 1.33,ρLM−SLALoM

N = 1 andρLD−SLALoM
N =

1.33, and the proof follows.
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4.3 Location Management Cost in ELF

Location update cost: By using an argument similar to the one by [23],ρ2, the num-

ber of Order-2 squares a node crosses per second, can also be estimated byO(ρ1/K) =

O(v/K
√

a) Order-1 squares per second, andρ3, the rate at which a node updates all

home regions isO(ρ1/αK1+β) = O(v/αK1+β√a) Order-1 squares per second. Recall

that each time a node moves into a new Order-1 square, it has toreport to its terminal

home region its current location. This entails one broadcast in a unit region. Further-

more, if such a move also causes the node to move into a new Order-2 square, and the

threshold is less thanαKβ, then it has to instruct its previous terminal home region to

set up a forwarding pointer to the current terminal home region. This again requires an-

other broadcast in a unit region. However, if the threshold is greater thanαKβ, then all

home regions need to be notified about its current approximate location. This requires

O(A/K2) broadcasts in a unit region. Recall that the cost of updating all home regions

is proportional to the sum of the length of all edges in the multicast tree spanning all

home regions, which is proportional toO(A/K).

LU = O(ρ1(b+K/z)+ρ2(b+K/z)+

ρ3(A/K2b+A/Kz)) packets/sec/node

Substitutingρ1, ρ2 andρ3 we have

LU = O(vK+vN/Kβ+2) packets/sec/node (4.5)

Location maintenance cost: The location maintenance phase consists of two prim-

55



4.3. LOCATION MANAGEMENT COST IN ELF

itives: (a) broadcast on arrival into a newL0 grid and, (b) receive neighbor/location

information to keep as criteria for being a member of the new grid. Hence,

LM = ρ1 (b+δ) (1≤ δ≤ γ)

= O(v) packets/sec/node (4.6)

Location discovery cost: If v wishes to discover nodeu, it sends a location query to

a home region ofu closest to it. By construction, such a home region is at mostO(K)

away. If this is a terminal home region, thenv obtains the exact location ofu. Thus,

cl = O(K/z) packets per second per node. On the other hand, if the home region is

forwarding, thenv obtains an approximate location ofu. Nodev then routes its message

to the home region of the last known Order-2 region ofu, R (see Fig. 4.1). The message

then follows the forwarding chain set up byu before it is handed tou. In this case, the

additional distance the message has to traverse

d = x+y−z

≤ 2y

= O(y)

= O(Kβ+1)

Thus,

LD = O(K/z)+O(Kβ+1/z)

= O(Kβ+1) packets/sec/node. (4.7)
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Figure 4.1:Location discovery cost in ELF

In this analysis, we shall make the assumption that packets arrive at each node at a rate

of v packets/sec according to a Poisson process.

Total Overhead Cost: Combining the results above, we have the total overhead cost

for the entire network. Thus

ct = N(cu +cm+cl )

= O(vNK+vN2/Kβ+2 +vN+vNKβ+1)

= O(vN2/Kβ+2 +vNKβ+1) (4.8)

Theorem 4.3.1.The total overhead cost of ELF protocol is O(vNθ) (4/3≤ θ ≤ 3/2)

packets per second.

Proof. Minimizing ct with respect toK, we have

K = (
β+2
β+1

N)
1

2β+3
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and

ct = O(vN
3β+4
2β+3) (4.9)

Let θ be 3β+4
2β+3. The lower bound forθ results whenβ is zero and the upper bound results

whenβ is a large number.

Theorem 4.3.2.ELF is asymptotically scalable with respect to network size.

Proof. From the previous analysis,ρLU−ELF
N = 1.33≤ θ≤1.5,ρLM−ELF

N = 1 andρLD−ELF
N =

1.33≤ θ≤ 1.5, and the proof follows.

4.4 Location Management Cost in HGRID

We assume the following notations in the analysis:

N - number of nodes

γ - average number of nodes perL0 grid

k - number of hierarchies =log2N
2γ

d - side of aL0 grid

Pi - probability of aLth
i server updation

d̄i - average distance traversed by aLOC UPDATEon anLth
i boundary crossing

z - average forward progressmade in one transmission

b - cost of broadcasting

ρ - rate at which nodes crossL0 regions.

Location update cost: Let D be the average distance traversed byLOC UPDATEs
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for any boundary crossing and let̂di be the total average distance traversed by both

LOC UPDATEs on an aLth
i boundary crossing. Sincêdi can be at most twice the maxi-

mum average distance traversed by any one of theLOC UPDATEs on anLth
i boundary

crossing, we have:

d̂i ≤ 2× d̄i (4.10)

Here we take maximum average distance to be the distance traversed by theLOC UPDATE

from the currentL0 grid to theith hierarchy.

For the average distance traversed as a result of boundary crossing in each level of the

hierarchy, we have:

d̄1 ≤ d(
2+

√

(2)

4
)

d̄2 ≤ d̄1 +2×d(
2+

√

(2)

4
)

≤ 3×d(
2+

√

(2)

4
)

In general, the average distance traversed in theith hierarchical level is

d̄i ≤ 2i−1×d(
2+

√

(2)

4
) (1≤ i ≤ k−1)

d̄k is a special case, since in the best case, we have to broadcastonly once (theLth
k

boundary crossing into a topmost leader), and in the worst case, we have to visitk-1

leaders starting fromL0. Therefore

d̄k ≤ d(
1+2+4+ ...+2k−2

2
)

≤ d(
2k−1−1

2
)

≤ 2k−1×d(
2+

√

(2)

4
)
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Generalizing, the average distance traversed by aLOC UPDATEin the ith hierarchical

level is

d̄i ≤ 2i−1×d(
2+

√

(2)

4
) (1≤ i ≤ k) (4.11)

In addition,Pi, the probability that theLth
i server is updated, is:

P1 =
4k

2×4k× [1−2−k]

=
1

2× [1−2−k]

P2 =
4k

2

2×4k× [1−2−k]

=
P1

2

In general, the probability values are

Pi =
P1

2i−1 (1≤ i ≤ k) (4.12)

Average distance traversed by aLOC UPDATE

D =
k

∑
i=1

Pi d̂i

= 2×
k

∑
i=1

Pid̄i

≤ 2P1d̄1×
k

∑
i=1

2i−1
2i−1

≤ 2d(
2+

√

(2)

4
)(

k
1−2−k −1)

= O(k) f or large k. (4.13)
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Location update cost consists ofd̄i
z unicasts andi broadcasts (bylemma 3.1) for a Lth

i−1

boundary crossing. The average number of broadcasts

b̄ =
k

∑
i=1

iPi

= 2− k
2k−1

= O(1) f or large k (4.14)

Hence, average location update cost per node for the hierarchical grid location manage-

ment is

cu = ρ (
D
z

+ b̄)

= ρ (
D
z

+O(1))

= ρ O(
k
z
)

= O(ρ log2N)

= O(v log2N) packets/sec/node (4.15)

Location maintenance cost:The location maintenance phase consists of two primitives:

(i) broadcast on arrival into a newL0 grid and, (ii) receive neighbor/location informa-

tion to keep as criteria for being a member of the new grid. Hence, average location

maintenance cost per node for hierarchical grid location management is

cm = ρ (b+δ) (1≤ δ≤ γ)

= O(v) packets/sec/node (4.16)
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Location discovery cost:By lemma 3.3.4, aLOC QUERYvisits at mostk hierarchical

leaders in anyLk−1 grid. Since the network consists of four similarLk−1 grids, it is

enough to find the cost of location discovery in any of theLk−1 grids. Also, notice that

LOC QUERYpackets originating from grids closer to the hierarchical leaders have to

traverse lesser distance than the others in the sameLi grid. Denote byPA
i, j the probability

that nodeA is in the jth quadrant of theLth
i grid, and byd̄i the average distance traversed

by a LOC QUERYin the Lth
i grid. For any sourceS and destinationD, we can get a

recursive equation tōdk, and the average distance traversed by aLOC QUERYin the
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Lth
k grid can be derived as follows:

d̄k = (PS
k,1∩PD

k,1)× d̄k−1 +

(PS
k,1∩ ¯PD

k,1)× (d̄k−1 +2k−1d)+

(PS
k,2∩PD

k,2)× d̄k−1 +

(PS
k,2∩ ¯PD

k,2)× (d̄k−1 +2k−1
√

(2)d)+

(PS
k,3∩PD

k,3)× d̄k−1 +

(PS
k,3∩ ¯PD

k,3)× (d̄k−1 +2k−1d)+

k−2

∑
i=0

((PS
i+1,1∩PD

i+1,1)× d̄i +

(PS
i+1,1∩ ¯PD

i+1,1)× (d̄i +2id)+

(PS
i+1,2∩PD

i+1,2)× d̄i +

(PS
i+1,2∩ ¯PD

i+1,2)× (d̄i +2i
√

(2)d)+

(PS
i+1,3∩PD

i+1,3)× d̄i +

(PS
i+1,3∩ ¯PD

i+1,3)× (d̄i +2id))

where

d̄0 = 0

PA
i, j =

4i−1

4k

P̄A
i, j = 1−PA

i, j&

PA
k+1, j = 1 (1≤ j ≤ 4) (4.17)
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Solving ford̄k we get

d̄k =
3
4k(4d̄1 +42d̄2 + ...+4k−1d̄k−1)+

24×32k−31×4k +7
42k (4.18)

The first term of the expression consists of terms which indicate the average distance

traversed in anyLi grid, while the second term indicates the extra distance traversed due

to the fact that the query could not be contained in anLi grid, and therefore had to be

referred to the next hierarchical leader. It is evident fromthe expression that the weight

of the second term tends toO(2k) for largek. Hence, the average distance traversed by

theLOC QUERYdepends mainly on the average distance moved in the lower levels of

the hierarchy.

In the worst case, if we approximatēdi to be the worst case distance in theLth
i grid, i.e.

2i
√

(2)d, the average distance becomes

d̄k =
3
√

(2)d

7
(2k− 1

4k)+O(2k)

= O(2k) f or large k. (4.19)

Hence the average location discovery cost per node is

cd = ρ
d̄k

z

= ρ O(
2k

z
)

= O(v
√

(N)) packets/sec (4.20)

Theorem 4.4.1.HGRID is asymptotically scalable with respect to network size.
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Proof. From the previous analysis,ρLU−HGRID
N = 1, ρLM−HGRID

N = 1 andρLD−HGRID
N =

1.5, and the proof follows.

4.5 Numerical Results and Discussion

4.5.1 Simulation Environment

We implemented all the the protocols, including SLURP [23] inGlomosim [88] as sep-

arate location management layers that operate in conjunction with IP. SLURP is a flat

location management protocol described in literature and serves as a standard for com-

parison against the proposed protocols. We assume constantbit rate traffic, and data

from transport is queued in a separate buffer if the locationof the destination is un-

known. Packet lifetime in the buffer is 4 seconds, and is subsequently dropped if a

location query sent out for the packet’s destination fails to return the location of the des-

tination within this lifetime. Apart from having a locationdatabase, all nodes are also

equipped with a ”live connections” table, which is updated when a node receives a data

packet or a location change notification. Location change notifications are sent out by

end points of a connection when their locations change significantly from their previ-

ously advertised locations. This table reduces the number of query packets transmitted

during a session, since later data packets in a session can use the destination’s location

entry in the table until the entry times out. The timeout is determined by the average

time it takes a node to move out of a unit grid with an average velocity specified by its

mobility. A periodic broadcast protocol enables each node to realize its local connec-
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tivity, and records it in a neighbor table to assist in geographic routing. MFR [70] was

implemented as the geographic routing algorithm. Specific parameters for our simula-

tions will be listed along with the particular study in the following sections.

4.5.2 Performance Results of SLALoM Vs. ELF

In this scenario, we studied the performance of SLALoM and ELF for scalability with

increasing network size. The simulation parameters are shown in table 4.1.

Table 4.1: Simulation parameters for SLALoM vs. ELF

Simulation Time 120 sec Mobility Model Random Waypoint

Simulation Area Varying Maximum Speed 10 m/sec

Unit region size 250m Minimum Speed 0 m/sec

Number of Nodes 80 - 720 Pause Time 0 sec

Transmission Range 350m Traffic Type Random CBR

Transmission Speed 2 Mbps Number of Connections 1000

MAC Protocol IEEE 802.11 Data Payload 1024 bytes

Beacon Interval 1 sec Buffer Size 1000 packets

We fixed the number of Order-1 grids per Order-2 regions to be four, and the length

of the forwarding chain to be two(K = 2,β = 0,α = 2) for the simulations. Note that

fixing K to 2 brings out the worst case performance for each of the protocols. For each

scenario, 1000 Constant Bit Rate (CBR) connections were randomly generated, with

each session sending a 1024 bit data payload. A session terminates successfully if the
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location discovery phase returns the correct location so that the data sent to the said

location successfully reaches the destination before the simulation ends. We used MFR

routing for geographic forwarding, where packets are greedily forwarded by interme-

diate nodes to reach the intended recipient. Each scenario was run for a period of 120

simulation seconds and each data point presented in the plots represents an average of

five simulation runs.

Figure 4.2 shows theaverage signalling costfor both ELF and SLALoM. It is clearly

visible from the figure that location update cost dominates other costs (discovery and

data transfer) in both schemes, but that ELF performs much better than SLALoM. Since

the number of full updates are fewer due to the forwarding chain set up, ELF is able to

save on location update cost.
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Figure 4.2:Average Signalling Overhead

Figure 4.3 shows CBRsession error probability. Session error probability is defined as

the fraction of successfully received data packets to that of the generated data packets.
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Due to the heavy signalling overhead, location discovery packets and data packets suf-

fer heavy queueing under SLALoM, and hence fail to reach the destination. It is quite

remarkable that under heavy signalling, the delay experienced by packets is in the order

of seconds (see fig. 4.5), indicating that there is a good chance that a location response

from the location discovery phase will get dropped, since the originator of the query

would have moved out from the grid where it had initiated the query phase. Overall, the

number of successfully terminated sessions is much greaterin ELF than in SLALoM.
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Figure 4.3:Session Error Probability

Figure 4.4 shows theaverage path length(in hops) for data packets. Clearly, the aver-

age path length increases for both protocols with increase in terrain size. However, data

has to be transmitted over additional hops due to the forwarding chain set up in ELF.

On the average, this results in at most one hop more than SLALoM for the scenarios

considered, and hence may not be a serious issue in practice.

However, data packets benefit indirectly from location forwarding, as can be seen from
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Figure 4.4:Average Path Length for Data

figure 4.5. As the number of nodes increases, so does the volume of update traffic,

thereby increasing the network queueing delay at each node for session initiation and

successful delivery of data for both protocols. The higher volume of update traffic

causes congestion and excessively high packet delays in SLALoM, where as location

forwarding results in a much better average delay experienced by both signalling and

data packets in ELF. Even with location forwarding, the location discovery phase is

carried out faster in ELF since location query/response packets reach the intended re-

cipients with a lower delay. Due to network congestion, datapackets suffer high delays

in SLALoM, and with the increase in number of nodes, only those packets transmit-

ted between source-destination pairs that are connected byfew hops are successfully

received (as indicated by the poor throughput and the average path length). Since we

took into consideration the delay of successfully receiveddata packets only, the delay

of data packets in SLALoM starts to decrease beyond a threshold, indicating a system

breakdown. Overall, considering location update/discovery overhead/delay, and data
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delivery probability, ELF outperforms SLALoM for all practical purposes.

0 5 10 15 20 25 30 35 40
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

Number of Home Regions

D
e

la
y
 (

S
e

c
)

ELF(Data)
ELF(Discovery)
SLALoM(Data)
SLALoM(Discovery)

Figure 4.5:Average Packet Delay

4.5.3 Scalability with Mobility

In this scenario, we studied the scalability of the SLALoM, HGRID and SLURP for

increase in node mobility, while keeping the network size constant. To test the efficiency

of the protocols, we imposed high traffic on the network with 50% of the nodes initiating

constant bit rate sessions to other nodes. Each session has arate of 2 packets/second,

randomly starting after 20 seconds into the simulation and terminating randomly at 250

seconds into the simulation. Parameters for the simulations are specified in table 4.2.

Since the performance of SLALoM is dependant on the selection of K, the recom-

mended value ofK from [83] is 7 for our scenario. However, that analysis does not

consider the optimal node density for geographic routing, and keeping this in mind as

well as the tractability of simulations, we decided to simulate two versions of SLALoM,

with K = 2 andK = 4 (hereafter called SLALoM-K2 and SLALoM-K4 respectively).
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Table 4.2: Simulation parameters for varying mobility scenario

Simulation Time 300 sec Mobility Model Random Waypoint

Simulation Area 2000×2000m Maximum Speed 0-25 m/sec

Unit region size 250m Minimum Speed 0 m/sec

Number of Nodes 320 Pause Time 0 sec

Transmission Range 350m Traffic Type Random CBR

Transmission Speed 54 Mbps Number of Connections 160

MAC Protocol IEEE 802.11g Data Payload 512 bytes

Beacon Interval 1 sec Buffer Size 1000 packets

For the scenario considered HGRID defines 3 hierarchical levels. The different packet

types and location management overhead in bytes for all protocols are given in table

4.3.

Table 4.3: Packet types and overhead

Packet Type SLURP SLALoM HGRID

Update 33 35 34

Query 37 37 37

Response 53 53 53

Notification 33 33 33

Maintenance 33+20n 33+20n 33+20n

The results shown in this section show the effect of mobilityon location manage-

ment and how different location management protocols affect the performance of ge-
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ographic routing. We varied the maximum speed in the Random Waypoint model to

change the average mobility of the nodes. An increase in mobility is proportional to the

rate at which nodes cross grid boundaries, and hence the rateat which new updates are

sent out to location servers. We study the effect of this phenomenon on the performance

of the network. Each plot point presented here is an average of seven simulation runs.

Figures 4.6 and 4.7 show the average data throughput and delay achieved by each

protocol. Throughput decreases with mobility for all the protocols, with SLURP be-

ing affected most by mobility, and HGRID performing best. HGRID gives a near

steady performance, delivering a throughput above 90% in all the cases. SLALoM-

K2 performs slightly better than SLALoM-K4. Packet delay increases with mobility,

with SLALoM-K2 performing worst, indicating that network congestion due to mobility

causes network under–performance, and that the rate at which updates are sent out af-

fect each protocol with different degree. Since control overhead is least for HGRID (see

fig. 4.10), this easily explains why HGRID performs best. Recall that SLALoM
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groupsK2 Order-1 regions to form Order-2 regions. Thus, in our simulations, each

node in SLALoM-K2 has 16 home regions, both near and far, while nodes in SLALoM-

K4 only have 4 home regions, all being near. Hence, a boundary crossing in results in

more updates in SLALoM-K2 than SLALoM-K4. On average, both overheads would be

more than that of SLURP, since each node has exactly one home region in SLURP (as

indicated by figure 4.17). Since higher control overhead adversely affects data on the

shared channel, one would expect better performance for SLURP than SLALoM. This

can be explained by figures 4.8 and 4.9.

Figure 4.8 shows the probability that a query for a destination returned successfully,

and figure 4.9 shows the average delay for location discoveryvia the query-response

phase. Since control overhead is least for HGRID, most queries are not affected by

network congestion, and destinations are easily located within milliseconds. However,

the high control overhead affects SLALoM-K2 severely, with a lot of discovery packets

being dropped due to MAC layer contention (a quick look at thenumber of CTS packets
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ignored by IEEE802.11 due to software carrier sense easily confirmed this). Although

the home regions are located closer to the enquirer than thatin SLALoM-K4 or SLURP,

the probability that a destination’s location is discovered is smaller in SLALoM-K2.

This accounts for the reduced throughput for SLALoM-K2. However, since the home

region of an arbitrary node is located further from an enquirer in SLURP (since home

regions are chosen randomly, there is no guarantee that the region is actually close to

the enquirer), the location discovery takes longest to complete in SLURP. In the worst

case, the query-response phase takes more than 10 seconds inSLURP. This behavior

also explains why SLALoM-K2 performs better than SLALoM-K4 in terms of location

discovery delay. Since data packets have a lifetime of only 4seconds in the buffer, the

delayed responses in SLURP are useless since the packets awaiting the destination’s

location would already have been discarded at the source. Delayed responses are more

costly than no responses at all, as indicated by the poor throughput of SLURP. How-

ever, given the same number of hops for a data session, SLURP performs better than
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SLALoM in terms of packet delay, since higher congestion dueto update traffic causes

low priority data to be queued longer in SLALoM.

Figures 4.10 and 4.11 show the control overhead incurred by each protocol in number
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of packets. Clearly, the overhead due to update traffic increases with mobility for all

protocols, and is highest in SLALoM because a grid crossing results in updating multi-

ple home regions simultaneously. SLALoM-K4 performs better than SLALoM-K2 since

it only has to update 4 home regions at a time. HGRID performs best, since updates are

forwarded to higher level servers only when the movement is across a grid boundary

that is not contained within the current hierarchical leader grid. Hence the number of

updates are much smaller in HGRID than other protocols. However, this is no longer

true if one considers the overhead in bytes than the number ofpackets per received data

packet, as shown by figure 4.12. HGRID location server grids are concentrated towards

the center of the terrain, and as the hierarchy of the server grid becomes higher, so does

the number of location entries in the location database in a location server which is
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present in it. When a node moves into a server grid, it has to receive all the entries of

nodes that are registered under that grid as part of databasemaintenance, and the num-

ber of such entries increases the overhead in location maintenance. Server grids become

points of congestion and thus the bottleneck in performanceas indicated by the increase

in data discovery and data delay with increased mobility.
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4.5.4 Scalability with Network Size

In this scenario, we studied the scalability of SLALoM, HGRIDand SLURP for in-

crease in network size while keeping the node mobility constant. Specific parameters

for our simulations are listed in table 4.4.

Table 4.4: Simulation parameters for varying network size scenario

Simulation Time 300 sec Mobility Model Random Waypoint

Simulation Area varying Maximum Speed 10 m/sec

Unit region size 250m Minimum Speed 0 m/sec

Number of Nodes 80 - 2880 Pause Time 0 sec

Node density 80 nodes/km2 Traffic type CBR

Transmission Range 350m Traffic pattern Random

Transmission Speed 54 Mbps Number of Connections 1000

MAC Protocol IEEE 802.11g Data Payload 512 bytes

Beacon Interval 1 sec Buffer Size 1000 packets
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Since the performance of SLALoM is dependant on the selection of K, we decided

to vary K from 2 to 6, such that the total number of home regions per noderemained

the same for all scenarios . HGRID defines up to 5 hierarchical levels for the scenarios

considered. The different packet types and location management overhead in bytes for

all protocols are given in table 4.3.

In order to test the network under stable conditions, we let the nodes move around

for the first 150 seconds of the simulation, so that location server and database set up

is initialized appropriately and the control traffic is stabilized. To test the efficiency of

the protocols for location discovery as well as efficient delivery of data, we initialized

1000 CBR connections, where the source and destination nodes are chosen randomly

for all the scenarios. Each connection sends one data packet, randomly starts after 150

seconds into the simulation and terminates randomly at 250 seconds into the simulation.
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Figure 4.13 shows the fraction of data packets successfullydelivered by each proto-

col. HGRID is able to deliver packets in more than 90% of the cases for all scenarios,
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and hence performs best. SLURP performs worst, with significant performance degra-

dation for network sizes of 1500 nodes and more. The under performance of SLURP

can attributed to the higher percentage of queries that failto return the location of the

destination and higher delay of location responses. Recall that each data packet is held

for only 4 seconds in the buffer, and if a query–response fails to terminate within this

period, the packet is dropped. Hence, the delayed responsesin SLURP are useless since

the packets awaiting the destination’s location would already have been discarded at the

source.
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Figure 4.14 shows the delay experienced by the successfullydelivered data packets

in number of hops (transmissions). Since the location responses convey the exact loca-

tion of the destination in SLURP, packets take the shortest path in SLURP. HGRID and

SLALoM take longer paths, since on average, packets are routed to near home regions

in SLALoM or hierarchical location servers having more accurate knowledge of the

destination in HGRID, before being handed over to the destinations finally. However,
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the average delay experienced by data packets follows a different trend as shown by

figure 4.15. Even though packets take the longest paths in HGRID, they have the lowest

average delay, since the network is least congested. Since higher control overhead ad-

versely affects data on the shared channel, a lower data delay in SLURP indicates that

the network is less congested in SLURP than SLALoM, and is easily verified by figure

4.18.
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Figures 4.16 and 4.17 show the query success probability andthe average delay

for location discovery for the three protocols. All protocols perform well, with more

than 90% of the queries returning the location of the querieddestination. Packets

can be dropped due to two reasons in our simulations –geographical holes[71] and

IEEE802.11 induced congestion. Since the home region of an arbitrarynode is located

furthest from an enquirer in SLURP (since home regions are chosen randomly, there is

no guarantee that the region is actually close to the enquirer) compared to the other pro-

tocols, the location discovery takes longest to complete inSLURP. Also, since the home
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region is located further, this increases the dropping probability of a query or response

packet, and thus decreases the query success probability. SLALoM has the closest home

region for any node for the scenarios considered, and has thelowest delay for location

discovery. However, high network congestion due to the higher control overhead causes

additional packet drops in SLALoM, and thus has lower query success probability than

HGRID.
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Figure 4.18 shows the average control overhead for all the protocols. With the num-

ber of CBR sessions being low, most of the signalling overhead is due to update traffic.

As indicated by the analysis, HGRID has the least control overhead, since the update

overhead increases only logarithmically with the number ofnodes. For practical sce-

narios such as the ones considered in our simulations, SLURP performs better than

SLALoM with respect to control overhead. Also, SLURP performs best when one con-

siders the overhead in bytes instead of number of packets. With the packet overhead

being nearly equal for all the protocols, the higher overhead for HGRID and SLALoM

can be explained by the overhead incurred in location maintenance. The average num-

ber of location entries that have to be transmitted is more for SLALoM and HGRID

(see figure 4.20), resulting in additional bytes being transmitted in these two protocols.

Finally, figure 4.20 shows the increase in location databasesize of each protocol with

increase in number of nodes. SLURP has minimal memory requirements, since each

node can choose any unit region randomly from the available set of Order–1 region as
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its home region. In SLALoM, the set of available Order–1 region is restricted to only

K2. While lower order servers have a few location entries, the higher order servers have

to retain location information about almost all nodes in HGRID. However, the aver-

age of these grows only slightly with the increase in networksize. Thus, all protocols

are scalable, with the database size being nearly constant or increasing marginally with

network size.
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4.6 Summary

In this chapter, we formally analyzed the protocols and the showed that all the three

protocols are scalable with respect to network size using a specific framework. In par-

ticular, we have shown that the average location managementcost increases only as

O(vN
4
3) for SLALoM, and that the location update cost increases onlyasO(vNlogN)

for HGRID for uniformly and randomly distributed ad hoc networks. In scenarios where

node mobility and communication are both localized, HGRID can incur an overhead

which increases only as logarithmic in the number of nodes. We implemented the pro-

tocols in Glomosim, and carried out extensive simulations to study the performance of

these protocols for practical scenarios that could not be incorporated into the theoreti-

cal framework. Our results indicate that all protocols perform well, and only affect the

performance of geographic routing minimally. In particular, the Hierarchical Grid Lo-

cation Management protocol (HGRID) performs the best for both increase in mobility

as well as increase in network size.
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Chapter 5

Effect of Node Density

on Location Management

As shown in the previous chapter, the proposed protocols were shown to be scalable un-

der dense node conditions, with greedy forwarding being chosen as the position based

routing protocol. However, in a sparse network, both the location management scheme

as well as greedy forwarding becomes inefficient and can be problematic. More specif-

ically, since most of the proposed location management schemes delegate the location

service task to particular unit regions in the topography, it is imperative that there is

at leastone node in the location server region and that this region beaccessible to the

network. Under low density conditions, unit regions may notcontain any nodes. We

denote such a condition, in which a location server is devoidof member nodes by the

termempty server region. Intuitively, the probability that a unit region becomes empty

becomes significant with decreasing network density and high node mobility.
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Figure 5.1 shows an example of a connected 70 node static random network in

a 2000x2000 m region (average density of 1.75× 10−5 nodes/m2), in which the unit

region is a 250m× 250m square region. The nodes are represented by circles in the

figure. At this node density, there are quiet a few empty server regions in the network

that are denoted by unit regions that do not contain a circle.Thus, if a node selects any

of these empty regions as its location server, then locationupdates to these regions will

simply be dropped at some intermediate node at which the packet cannot be forwarded

further. Similarly, any location query (and hence the data)for this node (and any other

node that selected this empty server region) will also be dropped since there is no server

for the node. Hence, these nodes are temporarily unreachable in the network due to the

incorrect operation of the location management scheme eventhough they are part of the

network, and the network throughput suffers.
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Figure 5.1: Empty server regions in a 70 node network in a 2000x2000 m playground

In addition, greedy forwarding can fail due to the occurrence of local maxima during the

forwarding process. Hence, even if a valid path exists to thelocation server, the packet
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will be dropped by the intermediate node at which the local maxima occurs. Note that

routing protocols that route along the faces of planar graphs such as Greedy–Face–

Greedy (GFG) [22] and the Greedy Perimeter Stateless Routing(GPSR) [71] or depth

first search based approach such as the Geographic Routing Algorithm (GRA) [72]

can be used to overcome this problem. Thus, the bottleneck inposition based routing

in sparse networks seems to be the incorrect operation of thelocation management

scheme.

5.1 Characterizing the Empty Server Region

Probability

To understand the impact of the problem caused by empty server regions, we find the

probability that empty server regions are caused in a uniformly randomly distributed

ad hoc network with node density ofN nodes per unit region. Assume that each node

crosses grid boundaries at the rate of1
λ per second, such that the time interval between

two grid boundary crossings is represented by an exponential random variable with

meanλ. For a system with only two unit regions and assuming a boundless simulation

model (nodes that hit the boundary appear on the opposite side of the simulation area),

the mobile movement process can be modeled by a one–dimensional Markov chain as

shown in Figure 5.2. A state(i, j) in the model represents the number of mobile nodes

in each cell, wherei, j ∈ [0,2N]. The steady state probability can easily be found from
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N−1,N+1N,N2N,0 0,2NN+1,N−1
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Figure 5.2: State diagram for a two unit region system
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Figure 5.3: Empty server region probability.

solving the chain as follows.

π2N,0 =
1

1+∑2N
i=0

α0α1...αi−1
µ1µ2...µi

=
1

2(1+2N+∑N
i=1∏i

j=1
2N(2N− j)

j+1 )

for a finiteN and whereα andµ represent the outgoing and incoming transition rates in

each state in Figure 5.2. The empty server probability is then the sum of probabilities

π0,2N andπ2N,0. Figure 5.3(a) shows the resulting probability distribution. Since the

grid crossing rate of all nodes have been assumed to be the same, it does not have an

effect on the steady state probability. We note that a similar analysis can be carried out

for systems with more than two unit regions as well as higher order regions [86], but do

not elaborate on this in detail.

For a more realistic sampling of the empty server region probability, we ran simu-
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lations on a 2000m×2000m terrain consisting of unit regions of size 250m×250m in

which nodes move using the Random Waypoint mobility model [36]. Both the node

densities and the average speed of nodes were varied to observe the effect of each on

the empty server region probability. Figure 5.3(b) shows the results on the empty server

region probability at steady state. It can be seen that low node density has a severe

effect on the probability distribution, while increased node velocity has almost no ef-

fect on the server regions becoming empty. This is largely due to the fact that although

higher velocities cause unit regions to become empty faster, nodes enter empty regions

at a similar rate to make them non–empty at steady state. Whileour analytical model is

not directly comparable to the simulations, we observe thatthe trends in the probability

distributions are similar.

5.2 Proxy based Location Management

As one of our main contributions, we for the first time, propose to use a proxy–based

location management scheme to address the empty server problem. If a server region

RE is empty, then the duty of that server needs to be delegated toa proxy serverRP

under the proxy based scheme. Although the concept of proxies is simple, the task of

distributed proxy selection and management is non trivial in ad hoc networks due to

the inherent tradeoff between complexity and control overhead. Consider the following

two schemes: in the first scheme, a node mapped to an empty server regionRE simply

selects the first non–empty grid as its proxy serverRP, and a network–wide broadcast
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is carried out to make all nodes aware of the new server. All future updates and queries

are routed directly toRP. In the second scheme, afterRP is selected as a proxy for

RE, no network–wide broadcast is done, but instead all location management packets

are redirected fromRE to RP based on amappingbetweenRE andRP locally. While

the first scheme is conceptually simpler, it incurs significant overhead. On the other

hand, the second scheme is resource efficient, but is more complicated. For example, if

some time laterRP itself becomes empty, then the protocol has to readjust the mapping

without creatingrace conditionsthat adversely affect the protocol operation.

In the following sections, we outline our proxy based location management scheme.

We assume that there is a connected planar graph defined on thenon–empty regions

of the terrain (referred to as an overlay graph) and a routingprotocol that can traverse

the graph faces. The routing protocol can detect the presence of empty regions when

regular packet forwarding fails, and switches from the regular forwarding mode to the

face routing mode to get around empty regions. Later on, we describe centralized and

distributed algorithms to construct overlay planar graphsas well as the routing protocol

in detail.

We also assume that the empty region is within a single face and that the graph

faces remain stable with respect to packet routing time (graph face changes that occur

in between the time two packets are routed do not affect the proper routing of packets by

the protocol). We note that there is a MAC protocol that can reliably transmit a packet.

All protocol packets from a node are uniquely identified by a sequence number. We use

the term location server loosely to indicate any node who is amember in an unit region,
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since all nodes in an unit region carry out the task of location management.

5.2.1 Proxy Selection

Proxy selection refers to the set of actions that need to be taken when update packets

from mobile nodes to an empty server region need to either setup a proxy server (if one

has not yet been set up) for that region, or be routed to a proxyserver (if a proxy server

has already been defined). The proxy selection phase for regionRE is started by an unit

regionR when regular forwarding of an update packet to the location server regionRE

fails in R. It enters this update into a temporary database, indexed bythe destination

regionRE, in the case thatR may have to be the proxy server forRE later on. R then

retransmits the update in face routing mode alongall its graph edges. A proxytimer

is also started for this entry whose timeout indicates that the packet either resumed the

regular forwarding mode or reached its intended destination (eitherRE or a proxy that

was already set up forRE). The value of the timeout is set to the time required to traverse

the terrain perimeter. When the timeout occurs, all entries in the temporary database are

deleted.

Ralso snoops into location update packets in face routing mode, and ifRnotices that

it has to forward an update packet to any of the grids in its temporary database in face

routing mode, it checks the face route start point (unit region identifier) of the packet, as

recorded by the routing protocol. If the closest point of that region to the empty server

region is closer than its own, or if the distances are equal but the identifier of the start

point is greater than its own, then it stops the timer, deletes the temporary database and
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continues the packet’s routing. This rule avoids potentialrace conditions that may occur

during proxy selection as indicated by Figure 5.4. If two location updates for empty

server regionRE arrive at regionsR10 andR8 simultaneously, there is a possibility that

we may havetwo proxy servers forRE. However,R8 has a lower identifier thanR10,

and gives up its candidacy to be a proxy forRE. Packets that loop around the graph

R10

R8

ER

Figure 5.4:Potential race condition during proxy selection

faces are handed up by the routing protocol to the location service layer as described

in Section 5.3. If all copies of a previously retransmitted update looped around atR, it

means thatRE is indeed empty, and that a proxy has not yet been assigned forRE. R

then assumes itself to be the proxy server forRE, stops the set up process, and copies

all entries forRE from its temporary database into its proxy table. All futureupdates to

the empty server regionRE are entered into the proxy table of the proxy serverR.

Based on the above discussion and the observation that an empty server regionRE

lies inside an interior face or outside the exterior face of the grid graph, we have the

following theorem and its informal proof.

Theorem 5.2.1.In a connected network, the selection phase creates exactly one proxy

grid RP for an empty server region RE and lies in the graph face containing RE.
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Proof. Face routing guarantees that the retransmitted update packets will visit all edges

of the face containing the empty server, and select one of theadjacent grids closest toRE

that lies on the graph face. Moreover, if the update packet started its journey via face

routing due to a temporary void, then regular forwarding resumes at an intermediate

node that continues to route the packet to either the server region, or to the face contain-

ing the empty server region. Finally, race conditions that may create multiple proxies

for RE are avoided by either the distance rule or the unit region identifier rule.

We note that the proxy selection phase is similar to the Perimeter Refresh Protocol

to select ahome nodein [89]. However, the selection is done using face routing ona

planar graph formed from the unit disk graph radio network and does not address race

conditions that may arise due to simultaneous selection packets.

5.2.2 Proxy Delegation and Maintenance

Proxy delegation is required when a node is about to leave a proxy server regionRP

empty and move into a new regionRx or if such a node is about to be shut down (either

by an user or due to low battery power of the device). If a location or proxy server be-

comes empty due to mobility, then a new proxy server has to be selected which is closest

to the original empty regionRE and which lies within the face containingRE. To this

end, the last node to move out ofRP (when two or more nodes move out simultane-

ously, the tie can be broken by using node addresses) starts the proxy delegation phase

by transmitting adelegationmessage in face route mode withRE as the destination and

Rx as the grid where face route mode was initiated. If the message loops atRx, thenRx
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is delegated as the new proxy server forRE and the message is discarded. On the other

hand, ifRx notices that the message returned with a closer gridRx′ to RE than itself, it

forwards all the entries forRE to Rx′ , and delegatesRx′ to be the new proxy server for

RE. In case that the proxy delegation phase was initialized dueto low battery power,

the process of server selection is carried out by excludingRP as a potential candidate.

Similarly, proxy maintenance is required when a regionRx, which was hitherto

empty, now contains a nodeu which just moved into it from an adjacent grid. IfRx

was a server sometime before, thenu must claim all location entries for whichRx was a

server prior to it being empty. Similarly, ifRx partitions/closes a previously close/open

face in the planar graph, thenu must claim all entries for an empty server region along

the graph face whichRx just closed, from its proxy. This can be accomplished as fol-

lows. Similar to the proxy selection phase, nodeu starts the proxy timer and transmits

a proxymaintenancemessage along all its graph edges in face route mode. All proxies

promiscuously listen to maintenance messages, and a serverresponds to it with a proxy

responseif this grid is currently a proxy forRx or if Rx is closer to any of the grids that

it is currently a proxy for, than itself. Moreover, a node inRx caches any update, query

or maintenance message that it forwards in face routing modeif it is currently seeking

a proxy response, indicated by an active timer. In the event that a proxy response is

received, the grid is updated with the new location entries,and all previously cached

messages are responded to, if possible.

It is worth noting that the proxy delegation and maintenancephases preserve the

face containing the empty serverRE such that its proxyRP is also along the same face.
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5.2.3 Location Discovery

A nodey that wishes to find a destination nodex’s current location sends a location

query tox’s known serverRx, by using the unique mapping betweenx andRx. The

query is then routed until it reaches eitherRx, or its proxyRE. The server that receives

the query responds with a location response with nodex’s current location. We have the

following theorem and its informal proof to establish the correct operation of the proxy

location management scheme.

Theorem 5.2.2.Assuming a reliable MAC protocol, and a routing protocol that can

visit all unit regions along the face of a planar overlay graph, the location query is

guaranteed to return the last known location of a queried nodein a connected network.

Proof. Since all phases of the proxy management result in the proxy server lying along

the face containing the empty server, the query will be responded to as long as the query

packet reaches the face under consideration. Similar to an update packet, a query packet

is forwarded until it reaches the graph face containing the location server (and hence its

proxy). Thereafter, face routing guarantees that the packet visits the appropriate server

who can respond to the query. A race condition could have occurred if a query had

passed through a region which was in the process of executingthe maintenance phase.

However, since any region which is currently waiting for a maintenance response caches

every packet that passes through it, the query will be answered to eventually.
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5.3 Choice of Routing Algorithms

So far, we discussed the issue of empty server regions, and a localized proxy based

mechanism to overcome this issue in sparse networks. However, we note that the proxy

scheme is highly dependant on the routing protocol and requires a lot of support from it

to operate efficiently and correctly. Particularly, the routing scheme needs to

• Detect empty regions and alert the location management layer upon such detec-

tion. However, the void may be a temporary one on the path to the packet’s

destination, in which case the protocol must intelligentlybypass it.

• If a server region is empty, its proxy may be located anywherealong the graph

face containing that region, and the routing scheme must guarantee that the proxy

be located as fast as possible.

• In the case that a server region is disconnected from the network due to node mo-

bility, packets to such regions should not loop forever, wasting network resources.

While greedy forwarding is not suitable for the operations that we desire, face routing

on planar graphs seems attractive for the proposed locationmanagement scheme. Since

the planar graph due to either scheme spans the non–empty grids in the terrain, face

routing has the potential to route aroundvoidsto locate a proxy. However, even when

the empty server region lies inside an interior face of the graph, face routing may operate

incorrectly for locating the proxy, as shown by Figure 5.5. The reason why face routing

fails in this example is due to the fact that none of the faces containing the terminating

node (nodeu) contain a node which is a member of the proxy region.
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E
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u

R

Figure 5.5:An example where face routing fails to detect the proxy server for a query from nodeu.

Nodeu is where face routing started, andRP is the proxy server for the empty server regionRE. Alter-

nately, face routing on the subgraph extracted from the overlay graph (indicated by the square vertices

and dashed edges) will detect the proxy region.

Another critique of face routing as suggested by either GFG or GPSR is that the

quality of routing is inherently tied up with the nature of the planar graph. If we know

that the current region isnota proxy, then we would like to move to the adjacent choice

as fast as possible. Since routing is done on a edge–to–edge basis of the planar graph,

proxy management can be slower using either of the schemes.

5.4 Connected Overlay Planar Graph

Construction Problem

Considering the drawback of face routing on planar graph extracted from the unit disk

graph, we realize that the proxy server management can be carried out correctly only

if the planar graph considers the non–empty regions of the network. To this end, we

define anoverlaygraph on the unit disk graph and consider the problem of construct-
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ing a connected planar graph from the overlay graph. The following subsections out-

line an overlay graph, the Connected Overlay Planar Construction problem and central-

ized/distributed solutions for this problem.

5.4.1 Problem definition

Given a set of mobile nodesN and their Euclidean co-ordinates, the network terrain is

tiled into an uniform infinite grid such that the unit square regions within the grid are

of diameterr, wherer is the radio range of a node. The center point(xi ,yi) of each unit

regionRi uniquely represents the unit region and forms a vertex in theoverlay graph. A

total ordering on the vertices are defined as follows:

• (x1, y1) < (x2, y2) if x1 < x2 or x1 = x2 andy1 < y2

• Ri < Rj if (xi ,yi) < (x j ,y j )

A mobile nodeu∈ N can now be uniquely assigned to one of the vertices by defininga

total ordering on the node locations on the grid using the following three rules:

• A nodeu(xu,yu) is assigned toRi if (xu,yu) ∈ Ri

• A nodeu(xu,yu) is assigned to min(Ri ,Rj ) if (xu,yu) ∈ Ri,Rj

• A nodeu(xu,yu) is assigned to min(Ri ,Rj ,Rk,Rl ) if (xu,yu) ∈ Ri,Rj ,Rk,Rl

The last two rules assign nodes to a unique vertex if they fallon the boundary of two

unit regions or the corner of four unit regions.
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Once the vertices are defined, the adjacency matrix of the overlay graphG(V,E),Ri ∈

V is constructed as follows: two verticesRi andRj are adjacent, and a bidirectional edge

eRi→Rj ∈ E exists between them if there is a node pairu,v (u,v∈ N,u∈ Ri, v∈ Rj ) that

are directly connected to each other in the UDG. Due to this construction, a vertexRi

can be adjacent to at most 20 other vertices as shown in figure 5.6.

To facilitate the explanation of our algorithm and the rest of this paper, we denote

by ERi
s the set of eight short edges (shown in bold solid lines in Figure 5.6) connecting

the eight immediate vertices aroundRi, and byERi
l the twelve remaining edges incident

from Ri (shown in dashed lines in Figure 5.6). An edge is also classified as either an

axis-edge or anon-axis-edge depending on whether it is parallel to theX−Y (horizon-

tal/vertical) axes or not. Denote byNi the neighborhood ofRi, which consists of the

20 vertices thatRi may be adjacent to. With the overlay graph in place, the connected

Figure 5.6: A vertex in the overlay graph is adjacent to at most 20 other vertices. Short edges are

shown by the bold solid lines while dashed lines indicate long edges. While axis edges are parallel to the

grid , non–axis edges are inclined to the grid.

overlay planar graph construction problem is defined as follows: construct a subgraph

GP(V,EP),EP⊆ E which is both planar and connected.
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In [90], Frey et. al. studied a similar problem in which the plane is tiled into

a mesh of hexagons and each hexagon is referred to as a geographic cluster. Nodes

are aggregated into geographic clusters based on their position in the plane, and an

aggregate graph is constructed from the radio connectivitybetween adjacent hexagons.

A planar subgraph embedded in the aggregate graph is extracted by a modified Gabriel

graph [91] construction using one-hop information advertised by each node in a beacon

packet. Routing is then performed on the planar subgraph extracted from the aggregate

graph.

Lemma 5.4.1. The Gabriel graph construction proposed in [90] applied to the over-

lay graph will always produce a planar subgraph, but the resulting subgraph may be

disconnected even if the underlying unit disk graph is connected.

Proof. The proof follows directly from [90]. As an example, consider the node place-

ments in figure 5.7. Nodesv1,v2,v3 are assigned to verticesRj ,Ri,Rk respectively. Since

v1 andv3 are disconnected, there are two bidirectional edgeseRi→Rj andeRi→Rk in the

overlay graph, indicated by the dashed lines. In the Gabrielgraph construction for a

node pair (u,v), there must be no other node located in the disk with diameter |uv| than

u andv. Thus, to preserve planarity in the overlay graph consisting of verticesRi,Rj

andRk, edgeeRi→Rj will be discarded, thereby leaving the subgraph disconnected.
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Figure 5.7:The circles indicate the radio range of nodesv2 andv3. Dots indicate nodes, solid lines

indicate edges in the unit disk graph, solid squares represent the graph vertices and the dashed lines

indicate edges in the overlay graph.

5.4.2 Centralized Algorithm

We now describe a centralized algorithm that constructs a subgraph from the overlay

graph, which is both planar and connected. The algorithm is based on a specific property

of overlay graphs that we refer to as theredundancy property. A formal definition of

the property is as follows:

Lemma 5.4.2. Redundancy Property: If two edges in the overlay graph intersect, one

of the following must occur: (a) two radio edges intersect in the UDG (b) the two radio

edges in the UDG do not intersect, but the location of the fourmobile nodes is such that

the overlay edge intersection occurs. In either case, theremust be at least one node

which is directly connected to the remaining three nodes in the UDG.

Proof. We prove the lemma for the short edges first, and extend the proof to the long

edges. We make use of a known result for unit disk graphs at first.

Lemma 5.4.3. If two radio edges in the UDG intersect, there must be at least one node

which is directly connected to the remaining three nodes.
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Proof. The proof follows directly from [92].

Since two short axis edges cannot intersect to cause non–planarity, the edges that

cross each other must be non–axis edges. There are two cases under which the edges

intersect: either the underlying edges in the UDG intersector they do not. In the for-

mer case, from Lemma 5.4.3, we know that there must be at leastone node which is

directly connected to the remaining three nodes. In the latter case, assume without loss

of generality that edgexy is on the right of edgeuv as in Figure 5.8, for two edgesxy,

uv in the UDG. For the edges not to intersect,u,x andy must be located in the shaded

regions. Assume that|xy| ≤ r and that|ux|, |uy| > r. However, this is a contradiction,

since∠xuy> π
2 and this implies that bothx andy are directly connected tou. Thus,

lemma 5.4.2 follows for short edges.

v

u

x

y

Figure 5.8:Proof of Lemma 5.4.2

For the long edges, Figure 5.9 shows all base cases where edges in the overlay graph

may intersect to cause non–planarity. All other possible intersections are symmetrical

to those shown in the base cases. For the cases shown in Figure5.9(a),5.9(b) and 5.9(c),

if the non–planarity is caused by intersecting edges in the UDG, then from Lemma 5.4.3
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Figure 5.9:Base cases of non–planarity in the subgraph due to edge intersections between a long edge

and a short edge, and between two long edges.

we know that there must be at least one node which is directly connected to the remain-

ing three nodes. In the case that the UDG edges do not intersect (for e.g., edgesuvandxy

in Figures 5.9(a) and 5.9(b)), then it can be shown in these cases that|chordxy|=
√

2r,

(chordxy is defined as the section of the straight line connectingx andy that intersects

the circle that indicates the radio range of nodev) and thus for|xy| ≤ r, at least one of

the nodesx or y must be connected to nodeu in the UDG. Since the UDG edges must

intersect in Cases 5.9(d) and 5.9(e), the Lemma holds for longedges based on Lemma

5.4.3.

Based on this property, our algorithm consists of two phases:the first phase creates

a set of edges from the adjacency list that could potentiallybe part of the final edge set

of the subgraph, and the second phase removes edges from thisset that intersect while
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preserving connectivity. Defined(R) to be the degree of a vertexR in the overlay graph,

l(eRi→Rj ) andw(eRi→Rj )to be the label and weight associated with an edgeeRi→Rj in

the overlay graph.

Algorithm Description

Algorithm 1 To construct the overlay graph (Phase 1)
1: for all Ri do
2: for all eRi→Rj ∈ ERi

s do
3: Add eRi→Rj to EP

4: end for
5: end for
6: for all Ri do
7: for all eRi→Rj ∈ ERi

l do
8: if eRi→Rj is an axis-edgethen
9: Rk← short vertex oneRi→Rj

10: if eRi→Rk && eRk→Rj then
11: continue
12: else ifeRk→Rj then
13: DiscardeRi→Rj

14: Add virtual edgeeRi→Rk to EP

15: else ifeRi→Rk then
16: DiscardeRi→Rj

17: Add virtual edgeeRk→Rj to EP

18: else
19: Add eRi→Rj to EP

20: end if
21: else
22: Add eRi→Rj to EP

23: end if
24: end for
25: end for

Lines 1−5 of Phase 1 add the short edges to the potential edge setEP, and lines

6−25 add the long edges between any two vertices in the overlay graph. While non–

axis long edges can be readily added to the edge set (lines 21− 22), axis edges that
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are long have to be added cautiously. Particularly, node configurations such as the

ones shown in Figures 5.10 and 5.11 can cause overlay edge intersections along infinite

points. For example, since all nodes are physically connected, there will be three edges

in the overlay graph in figure 5.10 - namely, two short edgeseRi→Rk, eRk→Rj and a

long edgeeRi→Rj . Since the long edge intersects with the short edges at infinite points,

it is discarded without lose of connectivity due to the existence of pathRiRkRj (lines

10−11).

On the other hand, if the intersection due to axis edges is caused by a long edge

and a short edge, and if the removal of one of the edge would cause disconnection, the

algorithm does the following: it discards the long edge, andadds a virtual edge between

the vertices that did not previously have a short edge between them (lines 12−17). The

virtual edge represents a 2-hop physical path in the underlying UDG. For example, in

figure 5.11, long axis edgeeRi→Rj is discarded and a virtual edgeeRk→Rj is added to the

edge setEP. EdgeeRk→Rj is constituted by the physical pathv3→ v2→ v1. Finally, If

there is no intersections between axis edges, then the long edge can be safely added to

EP(lines 18−19).

1

v2

v3

v1

v2

v3

Ri

Rk

Rj

Ri

Rk

Rjv

Figure 5.10:Long edgeeRi→Rj can be discarded since the edge verticesRiandRj are reachable via the

short edgeseRi→Rk andeRk→Rj .

105



5.4. CONNECTED OVERLAY PLANAR GRAPH
CONSTRUCTION PROBLEM

1

v2

v1

v2

v3
v3

Ri

Rk

Rj

Ri

Rk

Rjv

Figure 5.11:A short virtual edgeeRk→Rj is introduced to eliminate the long edgeeRi→Rj . The virtual

edgeeRk→Rj represents the pathv3→ v2→ v1 in the unit disk graph.

After Phase 1 is completed, the degree of each vertex and the weight of each edge

is computed in Phase 2.For Phase 2, we assume that an efficientdata structureQ can

be used to store the vertices sorted in ascending order of their degrees in line 6.

Once Phase 1 completes, two edges can intersect in two ways: either at their vertices

or at a single point along the edges, referred to asregular intersections. Clearly, only

regular intersections can cause non–planarity. Phase 2 then considersall such regular

intersections. Due to the fact that regular intersections can be detected by at least one

node in the node pairs that caused the edge intersection, we can remove one of the

edges. The procedureremove− and− updateconsiders an edge-pair involved in a

regular intersection and removes one of the edges accordingto the following criterion:

• if the edges have unequal weights, remove the edge with the larger weight

• otherwise, remove the edge with the lower label

The procedure also updates the degree of the vertices as wellas the weights of the

outgoing edges incident at those vertices whose edge was removed. Q is then updated
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Algorithm 2 To construct the planar overlay (Phase 2)
1: compute the degreed(Ri) of each vertexRi

2: for all eRi→Rj do
3: l(eRi→Rj )←max(i, j)
4: w(eRi→Rj )←min(d(Ri),d(Rj))
5: end for
6: insert each vertexRi into Q in ascending order of degree
7: while Q is not emptydo
8: Ri ← first vertex inQ
9: for all eRi→Rj ∈ EP do

10: for all Rk ∈ Ni do
11: for all eRk→Rl ∈ EP do
12: if eRi→Rj andeRk→Rl intersectthen
13: remove−and−update(eRi→Rj ,eRk→Rl )
14: if Ri is not the first vertex inQ then
15: go to step 8
16: end if
17: end if
18: end for
19: end for
20: end for
21: removeRi from Q
22: end while

107



5.4. CONNECTED OVERLAY PLANAR GRAPH
CONSTRUCTION PROBLEM

to reflect the changes due to the edge removal. Phase 2 then continues to process all

vertices in order of ascending degree till all intersections have been resolved.

Theorem 5.4.4.The centralized algorithm constructs a connected planar subgraph

from the overlay graph in polynomial time, if the unit disk graph is connected.

Proof. We prove that the algorithm described in section 5.4.2 converges and that it

creates a connected planar subgraph from the overlay graph if the underlying UDG is

connected. Note that Phase 1 does not lead to network disconnection since it discards

a long edge only if the corresponding vertices are connectedvia two–edge paths. Thus

we only need to show that when Phase 2 terminates, the resulting graph is both planar

and connected.

From Lemma 5.4.2, if two overlay graph edges intersect, it must be due to two radio

edges in the UDG and that one of the nodes must be directly connected to the remaining

three nodes in the UDG. Thus, it follows directly that one of the overlay edges that

caused non–planarity can safely be removed by that node without losing connectivity.

However, this is true only if the redundant edges in questionhave not been removed

prior to the current step of the algorithm. It could happen that one of the redundant

edges could have been removed due to a previous edge intersection, and the assumption

of the removed edge being valid in the current step could leadto disconnection (for e.g.,

see figure 5.13). Thus, as an added precaution, one needs to ensure that no edge with

weight one be removed from the graph to prevent the disconnection problem.

Lemma 5.4.5.Two edges that have overlay edge weights equal to one cannot intersect
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in the overlay graph.

Proof. This follows from the redundancy property. An edge weight ofone indicates

that one of the end points of that edge (sayA) must have a degree equal to one. If one of

the edges has a weight one, this means that the end points of the other edge (sayB) must

be connected to the other vertex inA. Thus both the vertices inB must have a degree of

at least two.

It follows from lemma 5.4.5 that if an edge with weight one intersects with another

in the original overlay graph, then the other edge can be removed without causing dis-

connection. Thus, we only need to prove that when the algorithm proceeds to delete

edges, an edge that had previously a weight of two cannot havea regular intersection

with another edge of weight one after its weight was updated to one due to some edge

deletion. We will prove this using contradiction. Consider ageneral scenario depicted

in figure 5.12. Without lose of generality, assume that edgeR1→ R3 is removed to for

the regular edge intersectionR1→ R3 andR2→ R6. This would lead to edgeR1→ R4

to have a new weight of one. This would mean that by removing either R1→ R4 or

R5→ R6, the algorithm would disconnect either vertexR1 or R5. However, this is not

possible, since due to the redundancy property. There must be one of the edgesR4→R5

or R1→ R6, or both present in the graph, which would leave the graph connected.

At each stage, phase 2 of the algorithm considers any two edge-pairs that cause

non–planarity and removes one edge by preserving the connectivity. In fact, an edge

is removed if and only if the node-pair that belongs to that edge are reachable through
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Figure 5.12:Proof of theorem 5.4.4

another node or a path in the UDG; i.e. each vertex in the overlay graph has a degree

of at least one at any time. Since there is only a finite number of edges (O(N2)) in the

overlay graph, there are only finite cases of edge-pairs thatcause regular intersections.

5.4.3 Distributed Algorithm

From the centralized algorithm, we note that the complete overlay graph information

needs to be made available to all nodes in order to construct an unique planar graph

view across all nodes. This would require a network flood of the overlay topology,

which goes against the principle of localized protocol operation. It may be possible to

create a localized version of the centralized algorithm using a time divided schedule and

prioritized unit regions such that each unit region analyzes its connectivity, computes

possible edge removals and broadcasts its set of preserved edges during its allotted slot.

However, this imposes strick synchronization between neighboring unit regions as well
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as its member nodes. In lieu of these obstacles, we modify phase 2 to remove regular

intersections based on only the local view of the nodes. Thus, each node in regionRi

includes its incident edges in the overlay graph in the periodic beacon to announce its

location for geometric routing. Note that this informationcan be efficiently coded in a

bitmap consisting of 20 bits, since there are at most 20 vertices that any vertex can be

adjacent to in the overlay graph. After gathering adjacent region connectivity from such

beacons, each node runs phase 1 and the procedure shown in algorithm 3 to compute

the planar graph.

Algorithm 3 Distributed algorithm
1: for all eRi→Rj in EP do
2: l(eRi→Rj )←max(i, j)
3: end for
4: for all eRi→Rj ∈ EP do
5: for all Rk ∈ Ni do
6: for all eRk→Rl ∈ EP do
7: if eRi→Rj andeRk→Rl intersectthen
8: if eRi→Rk && eRi→Rl then
9: if eRk→Ri && eRk→Rj then

10: remove edge with lower label
11: else
12: removeeRk→Rl from EP

13: end if
14: else
15: removeeRi→Rj from EP

16: end if
17: end if
18: end for
19: end for
20: end for

Once each node computes its final edge set in the overlay graph, it includes this

information in the periodic beacon using an additional 20 bit flag. A node that receives

such a broadcast packet from its neighbor updates its connectivity, and marks the outgo-
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ing overlay graph edges to be preserved as advertised in the broadcast beacon. Clearly,

this scheme is purely distributed, localized and energy efficient in nature. The over-

head required to construct an overlay planar subgraph is at most 40 bits more than that

required to keep track of the location of radio neighbors to facilitate geometric rout-

ing. However, it is possible that the graph which is locally constructed -albeit planar- is

disconnected, as shown by theorem 5.4.6.

Theorem 5.4.6.The subgraph constructed locally by the distributed algorithm is al-

ways planar, but does not guarantee connectivity.

Proof. The proof is demonstrated by a conflict graph in which disconnection occurs.

While this is not the only case in which disconnection occurs,it is sufficient to show that

there is at least one case in which the algorithm leads to disconnection. In figure 5.13,

nodesu,v,w,x andy can be placed in overlay verticesR5, R10,R11,R2 andR3 respectively

to produce the overlay graph as shown. For the regular intersection between edges

R5→ R11 andR2→ R10, edgeR2→ R10 will be removed since all the four vertices in

question can be reached either verticesR10 or R11 and the tie is resolved by removing the

lower labeled edge; i.e.,R2→R10. For the regular intersection between edgesR3→R10

andR2→R11, edgeR2→R11 will be removed since vertexR11 cannot connect to vertex

R3 directly. As a consequence, vertexR2 will be disconnected in the final subgraph.

Although the distributed algorithm cannot guarantee connectivity by the redundancy

property alone, this many not be a severe problem since the cases in which specific node

placements that lead to disconnection may occur rarely in practise. In section 5.5, we
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Figure 5.13:Proof of theorem 5.4.6

will show that this is indeed the case in most practical scenarios.

5.4.4 The GTA Routing Protocol

To better facilitate the location service layer, we proposea new routing protocol that we

call the Grid Traversal Algorithm (GTA). Routing in GTA is ordinarily greedy forward-

ing using the neighbor location table (i.e. the UDG). However, the routing switches to

face routing mode when greedy forwarding fails, similar to face routing schemes such

as GFG [22] and GPSR [71]. The key difference in GTA is that face routing is carried

out on the planar graph constructed from the overlay graph than one extracted from the

unit disk graph. Periodic beaconing and the distributed implementation from section

5.4.3 is used to construct the overlay planar graph. The occurrence of local maxima

could lead to two possible cases: either the destination point lies in an empty region

inside the current face or the failure is a temporary void in the path to the destination.

In the first case, face routing on the planar graph constructed from the overlay is car-
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ried out and the packet will be successfully delivered to theproxy region if the planar

overlay is connected. If the failure is temporary, then someintermediate nodey would

find itself closer to the destination location than the location at which face routing was

initiated, and would continue greedy forwarding.

GTA also supports the proxy management phases by handling packets in face rout-

ing mode as follows. If a location update packet looped around, it is handed up to

the location service layer. An intermediate node who is alsoa proxy server needs to

look at all location update, query and proxy maintenance packets promiscuously, and

hence GTA hands all such packets up to the location service layer. Finally, when proxy

maintenance is being executed, GTA caches all control packets in face route mode that

passes through the current region and passes them up to the location service layer when

a proxy response is received. This avoids possible race conditions as mentioned in

Section 5.2.1.

5.5 Numerical Study

5.5.1 Simulation Environment

To test the performance of our proxy management scheme, we implemented our proxy

enhancements on SLURP [23], a simple and flat location management protocol in Glo-

MoSim [88]. Since our objective is to test the effectivenessof our proxy enhancement

and the new routing protocol, we implemented GTA as the routing protocol for SLURP

with proxy, and compared the scheme against a combination ofGPSR (as the routing
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protocol) and SLURP without using the proxy enhancement. GTAhas a adjacency vec-

tor table to keep track of adjacent vertices, and a list of next best hops to reach each

adjacent vertex. A boolean variable is associated with eachgraph edge to indicate its

membership in the planar graph. GPSR implementation was borrowed from the NS–2

implementation of the protocol at [93] and verified against published results by running

the protocol using an ideal location management layer. The location of a destination

node is knowna priori using anideal location management scheme, and serves as an

upper bound for the performance of a practical location management protocol. The

RNG scheme [94] was used to create the planar graph for perimeter routing in GPSR,

since this scheme yields a less densely connected graph and leads to better performance

of the routing protocol.

For GTA, proxy maintenance in a previously empty grid is doneby transmitting a

proxy maintenance packet along all graph edges and indicating its destination to be an

invalid node located at a very small distanceδ from the current location of the node

that initiates the proxy maintenance process. The packet goes into perimeter mode right

away, and loops around the perimeter of one of the faces to findthe proxy server. If a

proxy maintenance packet starts to loop at the initial point, it is assumed that the proxy

server lies outside the face traversed by the packet, and is dropped immediately. If a

proxy server receives the maintenance packet, it broadcasts to its current grid the end

of proxy duties for the grid specified by the maintenance packet, and routes a proxy

response containing a set of location entries back to the source grid that nodes in that

grid should store.
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We ran our simulations on a 2000x2000 m terrain consisting of70 mobile nodes

(average density of 1.75×10−5 nodes/m2), in which the unit region is a 250m×250m

square region. Although this is not a very sparse network, choosing scenarios that

are even sparse may lead to frequent network disconnectionsand possibly meaningless

results. For the simulation scenario, 1000 Constant Bit Rate (CBR)connections were

randomly generated, with each session sending one packet with a 512 byte data payload.

A session terminates successfully if the location discovery phase returns the correct

location so that the data sent to the said location successfully reaches the destination

before the simulation ends. Simulation parameters for the scenario are shown in Table

5.1. Each plot point presented in the next section is an average of seven simulation runs.

Table 5.1: Simulation parameters for GTA vs. GPSR

Simulation Time 900 sec Mobility Model Random Waypoint

Simulation Area 2000×2000m Maximum Speed 0-30 m/sec

Unit Grid Size 250m Minimum Speed 0 m/sec

Number of Nodes 70 Pause Time 0 sec

Transmission Range 350m Traffic Type Random CBR

Transmission Speed 54 Mbps Number of Connections 1000

MAC Protocol IEEE 802.11g Data Payload 512 bytes

Beacon Interval 1 sec Buffer Size 1000 packets
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Figure 5.14:Fraction of successfully received data

5.5.2 Simulation Results

Figure 5.14 shows the fraction of data packets that were correctly received by destina-

tion nodes using both GPSR and GTA. The ideal location management plot serves as

an upper bound for the maximum performance achievable by either routing protocol,

since the exact location of a destination node is known as soon as the data packet ar-

rives at the network layer. Clearly, the proxy based scheme iseffective in tackling the

empty server problem as shown by the increase in the fractionof data packets received

by either routing protocol over that of GPSR without the proxy enhancement. As the

average node speed increases, link changes occur more frequently, and fluctuations in

the planar graph causes temporary loops, resulting in packet drops. Since the location

of the destination needs to be found before data can be forwarded, the fraction of suc-

cessfully received data packets is directly proportional to the success of the location

discovery phase. As shown by Figure 5.15(b), the success ratio of queries is slightly

more for GTA, indicating a more resilient proxy discovery aswell as more stable planar
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Figure 5.15:Data delay and Query success ratio

graph for GTA. Thus, GTA combined with our proxy enhancementperforms better than

GPSR without proxy in terms of the fraction of data packets successfully received.

Figure 5.15(a) shows the average end–to–end delay experienced by data packets.

When the network is static, local maxima in greedy forwardingcauses packets to be

routed in face route mode most of the time, causing additional delay. However, node

mobility removes some of the voids that were present in the static network, causing

more packets to be forwarded greedily. Additionally, loopsdue to mobility cause face

traversal to be unsuccessful. In general, successful face traversal also produces longer
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Figure 5.16:Discovery delay

paths than greedy routing. Thus, the measurement does not take all unsuccessful long

paths produced by face traversal into account which finally leads to shorter end-to-end

delays and explains why there is a drop in data delay for both the plots. While RNG

based routing is quite effective in GPSR, the 2–hop adjacencyvector based routing and

reduced control overhead (see Figure 5.17(b)) assists GTA to obtain a slightly lower

average end–to–end delay for data packets. The increased delay towards the end of the

plot is due to a higher fraction of successfully received data.

Figures 5.15(b), 5.16(a) and 5.16(b) show the performance of the location discov-

ery process using the proxy scheme over the regular locationmanagement scheme. We

note from Figure 5.15(b) that not all the queries are responded to in either schemes.

Although face routing guarantees packet delivery when the graph faces remain stable

and connected, this is no longer true when increased node mobility changes faces of the

graph. Thus, packets that are in transit start looping usingface routing in GTA as well

as GPSR if graph faces change, and are dropped eventually. Location discovery can

fail either when the query itself is dropped or when a previous update from a node was
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Figure 5.17:Update ratio and control overhead

dropped, and the server failed to respond to the query correctly. Thus, query success

ratio is below 100% even for GTA. However, as shown by the relative performance in

Figure 5.15(b), the proxy scheme fares better in respondingto location query packets

than GPSR without proxy, which fails to answer queries for nodes who have empty

servers. Additionally, GTA is effective in finding proxy servers using the overlay sub-

graph, and is able to route queries faster, as indicated by the delay in hops as well as

seconds in Figures 5.16(a) and 5.16(b).

Figure 5.17(a) shows the effectiveness of the routing protocol in routing location up-

date packets to their respective servers. Since the regularscheme does not have proxy

servers standing by for empty servers, packets to empty servers simply loop around

before being dropped eventually. The update ratio is quite low in this scheme, indicat-

ing the potential breakdown of the location management protocol. However the proxy

based scheme is able to recover from the empty server problem, and update packets

are typically routed to their respective proxy servers. Since graph faces do not remain

constant in practice and changes with node mobility, a change in a graph face causes
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packets that are face routed to loop around that face, and areeventually dropped when

their time–to–live hits the limiting value. Thus, even in the GTA scheme, update ratio

is below 100%.

Figure 5.17(b) shows the control overhead in number of packet transmissions in-

curred per node per second. Since packets loop around in the absence of proxy servers,

GPSR without proxy suffers from increased resource wastage. Also, since routing is

based on edges of the RNG graph, control packets take longer paths and transmissions

to reach their respective destinations. GTA performs better in terms of control over-

head, since it is able to route packets to servers/proxy servers using shorter paths and

with lower overhead.

5.6 Summary

In this chapter, we have shown that the proposed location management protocols suffer

from the empty server region problem, which becomes pronounced when the network

is sparse. Our analytical model combined with simulations confirm the adverse effect

of node density on the empty server region problem. We have presented a proxy based

location management enhancement by delegating the task of empty server regions to

adjacent non–empty unit regions. While the concept of proxies is simple, distributed

proxy selection and management can be quite complicated in ad hoc networks, and we

have shown that our scheme avoids most of the pitfalls encountered while designing

such a protocol. We have also presented a centralized algorithm that constructs a con-
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nected planar graph from the overlay graph defined on the unitregions in the terrain.

The distributed version of this scheme, known as the Grid Traversal Algorithm (GTA),

is a novel geometric routing protocol that only uses the redundancy property of overlay

graphs to construct planar overlay graphs. Using this property alone does not guaran-

tee connectivity, but simulations show that disconnectionis rare in practise. The proxy

enhancement combined with GTA outperform SLURP/GPSR, a conventional location

management scheme using a known face routing protocol that routes on a connected

planar subgraph extracted from the unit disk graph.
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Chapter 6

Location Based Multicasting

An important criterion for a unicast protocol to be be contender as a standard routing

protocol is its ability to support efficient multicasting. The Steiner treeproblem for

graphs is well known in literature to be NP-Hard. In this chapter, we outline an ex-

tension to our proposed location management schemes to support position based mul-

ticasting in large ad hoc networks, and study the performance of the scheme against

an existing location based multicast protocol for wirelessad hoc networks described in

literature.

6.1 Related Work

6.1.1 Steiner Tree Problem in the Internet

Multicasting in packet switched networks has been widely researched due to the benefit

obtained in bandwidth reduction and communication costs where many nodes are active
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participants in the same data session. In such group communication consisting ofN

sources and receivers, significant reduction in communication cost can be obtained by

transmitting a packet along theminimumset of links in-order to reach the subset of

receivers than sendingN−1 copies of the same packet from the source. The primary

problem that arises from such a delivery framework is to compute the delivery tree that

minimizes the network cost. The formal definition of the problem, called theSteiner tree

problem for graphs is as follows: given a weighted graph in which a subset of vertices

are identified as terminals, find a minimum-weight connectedsubgraph that includes

all the terminals. The problem has been shown to be NP-Hard [29], and no optimal

solution is known that solves the problem in polynomial timefor asymptotically large

networks.

A more general problem for computing the Steiner tree on the point set is well

known and many any heuristics have been proposed for the problem (see [95] for a

survey). However, the main objective in the computer network domain is to compute

the minimum delivery tree with minimum overhead. Under the assumption that the

topology is known (for e.g., via an unicast routing protocol), heuristics based on the

minimum spanning treeand Traveling Salesman problemwas suggested in [96] and

[97]. Distributed solution usingreverse path forwarding[98] and its variants to create

the multicast tree in the Internet and LANS were suggested in[99]. Enhancements to

IP protocols such as OSPF and RIP to support multicasting using source based shortest

path trees andpruning unused links were suggested in [100] and [101]. The use of

shortest path trees ensure that the packets take the minimumdelay path to each multicast
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receiver.

A main drawback of having protocols that forward multicast packets using source

based shortest path trees is the issue of scalability as the number of sources per multicast

group increases. If there areSsources per group in a network, the router storage required

for state maintenance increases asS×Ng, whereNg is the total number of multicast

groups in the network. Additionally, the network incurs extra overhead in maintaining

each tree as multicast nodes dynamically leave and join the network. In order to provide

better scalability, theCore Based Tree(CBT) architecture was suggested in [31]. The

idea is to construct a core tree for each multicast group suchthat the storage required

to maintain the state of multicast trees is reduced toNg. The core routers are used to

deliver multicast packets to receivers via non-core routers attached to the core routers

via shortest routes. Since the very idea of a core contradicts the minimum delay path

between a source and a multicast receiver, [102] proposed combining the best of shortest

path trees and CBTs to support sparse multicast groups over wide area networks.

6.1.2 Multicasting in Mobile Ad hoc Networks

Similar to unicast ad hoc routing, the inclusion of node mobility presents a cumbersome

problem in using the schemes proposed in the previous section for multicasting in mo-

bile ad hoc networks. Constructing and maintaining multicast delivery trees with mo-

bility incurs considerable bandwidth usage in the form of control information. Noting

the efficient operation of on-demand protocols in the ad hoc environment, [103], [25]

suggested constructing source based delivery trees by flooding join requests. Similarly,
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an extension to support multicasting using on demand route requests and pruning was

suggested for AODV in [104]. Other on-demand protocols for ad hoc networks are

ADMRP [28], AMRIS [105] and ABAM [106]. Similar to the approachfrom CBTs,

protocols that adopt a shared tree or mesh based on topology information have also been

proposed and can be found in [27], [26] and [107].

We note that most of the above protocols suffer from similar drawbacks as that of

unicast routing protocols in large ad hoc networks and high node mobility. State main-

tenance via flooding or periodic messaging to keep the routerstates afresh can become

quite expensive in rapidly changing topologies where the multicast sessions can scale

both vertically and horizontally (i.e. increase in number of nodes per multicast group

as well as the number of groups). Recently, a few proposals have been suggested for

scalable multicasting in ad hoc networks. These includeDifferential Destination Multi-

cast(DDM) [108], hierarchical DDM [109] and Overlay multicast [110]. The key idea

behind differential destination multicast is to move the state storage responsibility from

the router and include a set of multicast destinations in theform of in-band signalling

in the packet header. At each intermediate node, the unicastrouting protocol is used to

deliver the packet to the destinations in the header. Additionally, asoft statecan be cre-

ated in each router by caching the set destinations for each forwarded data packet. If the

network is static, then the future packets need not have a header containing the next set

of destinations. In case of changes in this state, only thosenew destinations which need

to receive multicast packets (or old ones which do not) need to be included in a new data

packet. Hierarchical DDM partitions the network into a two-level hierarchy in which
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each partition consists of a set of multicast receivers withan elected leader. DDM is

then used to deliver the packets to the leaders and the leaders forward the packet to the

destinations under them using the unicast routing protocol. Finally, overlay multicast

creates a source based overlay tree consisting of only multicast nodes as the vertices

and a virtual edge connecting the vertices. A modified distance vector protocol is used

to refresh each multicast receivers’ knowledge of itsvirtual neighbors. Packet delivery

is carried out using the unicast routing protocol and codingthe subgroup tree inside the

packet header.

While DDM solves the storage issue, it introduces another bottleneck in the form

of large headers in each data packet, especially if the network is highly mobile and

the multicast session scales vertically. Additionally, since packets are forwarded using

the unicast routing protocol, the detrimental factors affecting the routing protocol can

adversely affect packet forwarding, as mentioned in chapter 2. Although hierarchical

DDM alleviates the header problem slightly, maintenance ofhierarchies with mobility

is still a daunting task. Overlay multicast suffers from scalability problems in both

maintaining the virtual overlay, as well as the unicast routing problem.

6.1.3 Position Based Multicast Protocols

Noting that the use of locations is potentially beneficial, afew protocols can be found

in literature that describe the use of locations in multicast packet forwarding. Multicast

extensions to LAR was proposed in [111] using controlled flooding of multicast data

in forwarding zones. In [112], Basagni et. al. suggested the use of network flood-
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ing of node locations and group information to create an MST approximation of the

Steiner tree. The approximate tree consisting ofj nodes can then be coded efficiently in

the packet header using aPrü f f er sequence, and consists ofO( j) entries. Each inter-

mediate node decodes the tree, and continues packet routingon sub-trees rooted at that

node. In order to find a balance between delay and data overhead, [113] suggested local-

ized packet splitting and a combination of greedy geographic forwarding and perimeter

multicast on planar graphs. Additionally, [114] proposed multicast group membership

management and routing similar to that in [82].

Perhaps the most sensible and simplistic location based multicast protocol in recent

times has been proposed by [30]. Assuming that each multicast node in the network

is aware of the locations of its group members, the work in [30] proposes three lo-

cation guided tree construction algorithms:Location-Guided Directional Tree (LGD,

Location-Guided K-ary Tree (LGK)andLocation-Guided Steiner Tree (LGS). Of the

three schemes, the LGS scheme was shown to perform best in terms of network cost and

delay for small groups. The basic idea of the scheme is to use amodified Takahashi-

Matsuyama heuristic [97] to build anoverlay tree starting at the source node and that

consists of only multicast group nodes, and use greedy geographic forwarding to route

packets along each link in the tree.

In general, location based multicast problem can be dividedinto two sub-problems:

(i) to find a location management scheme that incurs the leastoverhead in updating each

member node with other member nodes’ (or all the network nodes’) current locations

and (ii) to find a minimum cost delivery tree using the locations thus obtained. The latter
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problem is simply the Steiner tree problem, and an optimal solution may not be found

in the near future even if ideal knowledge of accurate locations of all nodes is assumed

at each node. On the other hand, the former problem is more contingent, due to the re-

source constraints associated with ad hoc networks. All of the location based protocols

described in this section use periodic flooding to update member nodes’ locations and

hence are clearly not scalable with large network sizes and high mobility. Additionally,

network wide broadcasting can cause frequent contention and control packet losses due

to interference/collissions. If a MAC protocol such as IEEE802.11 is used to broadcast

the periodic location beacon, there is no guarantee that thepacket will be reliably re-

ceived by radio neighbors. Thus, the Steiner tree which is constructed may not even

contain all multicast members as part of the tree, leading toreduced group through-

put! Thus, one may need to rely on an unicast based location management protocol to

reliably disseminate location information in the network.

6.2 Location Guided Core for Scalable Multicasting

In this section, we describe our solution for a scalable location based multicasting proto-

col. Our approach uses the best of both a hierarchical solution combined with the notion

of a core similar to the CBT concept. The idea is to partition theterrain into sub-areas

consisting of multicast nodes of a group. A localized protocol is used to deliver packets

within this group, while the core tunnels each multicast packet in a unicast envelope to

each sub-area. The key components of the protocol consists of operations to manage
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the core membership as well as the dynamic group membership within each sub-area.

Similar to the unit region based protocols described in the previous chapters, we

start off with a terrain divided into constant sized Order-1square regions. Similar to

SLALoM, we combineK2 such regions to formR unique Order-2 regions, and in each

Order-2 region, we choose an Order-1 region as a multicast region orM− regioni that

acts as a multicast representative for the multicast address i. The mapping between the

M-region to the multicast address is based on a function chosena priori, which takes

the unique multicast address as thekey to randomly assign one of the unit regions as

the M-region. Thus, any node registered to a multicast addressi that wishes to discover

an M-region in its current Order-2 region can do so by applying the function to the

multicast address. The core regions of the multicast tree for sessioni consists of all

regionsMi j , where j ∈ R. A minimum delivery tree connecting the core regions can

then be approximated by a minimum spanning tree connecting these regions, and forms

the location guided core for the multicast sessioni.

However, depending on the spatial distribution and mobility of multicast nodes of

sessioni, some the Order-2 regions may not contain any recipients andthus these M-

regions would need to remove themselves from the core. Similarly, when a multicast

node is the first to enter an Order-2 region, then that M-region should now join the core.

Thus, the construction of the core consists two phases: alocation updatephase and a

core maintenancephase. The former is used to update the current locations of multicast

members within an Order-2 region, while the latter is required to update the core by

keeping track of which of the core regions currently have multicast members registered
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in them.

6.2.1 Location Update and Location Guided Steiner Construction

On each crossing of a region boundary within Order-2Rj , each multicast receiver of

sessioni must geometrically route alocation updatepacket toMi j . Additionally, if the

boundary crossing is such that the node moved from an Order-2regionRk into Order-2

regionRj , it must also send a duplicate update toMik in Rk indicating its departure from

Rk. The updates are geometrically routed to the respective M-regions. The first server

node in each M-region to receive the update carries out a broadcast of this information

in that region to maintain the consistency of the recipient’s location information stored

in all servers. Thus, the servers in each M-region are aware of the number of multicast

recipients in their respective Order-2 regions and their most recently updated locations.

A local multicast delivery tree is then constructed in each Order-2 region using regis-

tered recipients’ locations using the location guided steiner tree as in []. The algorithm

to construct the tree is given below for clarity.lk represents the location of thekth mul-

ticast receivernk in Rj , lMi j is the center of M-regionMi j andQ is the location guided

steiner tree. Figure 6.1 shows an example of how the locationguided steiner tree is

Algorithm 4 To Compute the Location Guided Steiner Tree
add pseudo nodep with locationlMi j to Q
repeat

u 6∈Q←minimum distance node toQ
v∈Q←minimum distance node tou
addu to Q
add undirected edgeuv to Q

until all nk have been added tolgs
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constructed by the algorithm within an Order-2 region. Nodeu is a server node located

in the M-region, and who has an up-to-date information of allthe multicast receivers

in that region. It adds each multicast member to the steiner tree in increasing order of

distance to the center of the M-region, such that the cost of the tree is minimum. Thus,

noden1 is added first, then noden2, n3 and so forth, till all the multicast nodes are added

to the tree. Note that the dashed line indicates an edge in thetree and may consist of

multiple radio hops via intermediate nodes not in the tree.

10

3

n4

n6

n7

n8

n9

n

n1

n2

n

u

Figure 6.1:Example of a location guided Steiner tree construction

6.2.2 Core Maintenance and Location Guided Core Construction

Once the membership of multicast receivers in an Order-2 region is determined from the

location update phase, the decision to include (or not include) an M-region in the core

is advertised by each M-region to all other M-regions via acore updatepacket using a

minimum spanning tree connecting all core regions. The coreupdate packet consists of

the M-region identifier and a status flag to indicate its decision to join or prunefrom the

multicast core.
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Joining the Core: If a receiverr of multicast sessioni enters an Order-2 region

Rj such that it is the first receiver of sessioni in Rj , the location update phase would

indicate to a server inMi j that Mi j should now join the multicast core such that the

multicast data forwarded through the core can be forwarded to r. The join decision is

advertised via the core update packet to all M-regions, using a minimum spanning tree

that connects all M-regions, and is identical to that in SLALoM.

Pruning from the Core: Pruning from the core is analogous to the join operation.

If a receiverr of multicast sessioni leaves an Order-2 regionRj , it will send a location

update packet to the servers inMi j indicating its departure. If the departure of the node

is such that it is the last receiver of sessioni in Rj , the server that receives the update

packet inMi j should now prune the multicast core suchMi j is now removed from the

core. The prune decision is advertised to all M-regions similar to the join operation.

Location Guided Core Construction: Each server node in an M-regionMi j keeps

a bitmap of all M-regions to keep track of M-regions that are currently part of the core.

The bitmap is updated when a server node receives a new core update packet from

an M-regionMik. The server then broadcasts the packet insideMi j to make the bitmap

consistent across all servers inMi j , before forwarding the packet to the next M-region(s)

in the spanning tree.

Due to the core maintenance phase, all server nodes in M-regions have an up-to-

date information regarding the status of the membership of each M-region in the core.

A unique location guided core is then constructed by each server node by running al-

gorithm 5 locally. The problem of finding a minimum delivery tree connecting the core
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M-regions is known to be NP-Hard. Thus, we use a modified Takahashi-Matsuyama []

to build an approximate delivery tree as follows.

Denote byC the set ofk M-regions which are part of the multicast core, byTR

the complete graph in which the vertices correspond to theR unique M-regions in the

terrain, and any edge in the graph corresponds to the straight line connecting the centers

of two M-regions. The cost of an edge is defined to be the euclidean distance between

the center points of its corresponding vertices. Figure 6.2shows an example of how

Algorithm 5 To Compute the Location Guided Core
D← all pair shortest paths ofTR

V←{M1},M1 ∈C
E← φ
T← (V,E)
ĉ(T)← 0
for all i such that 2≤ i ≤ k do

find v∈C−V with minimum cost path to any of the vertices inV from D
V←V∪ vertices in the minimum cost path
E← E∪ edges in the minimum cost path
ĉ(T)← ĉ(T)∪ cost of the minimum path

end for

algorithm 5 constructs the location guided multicast core tree. The greyed unit regions

indicate M-regions that have multicast receivers registered in their corresponding Order-

2 regions (indicated by the inner grid in the Order-2 region)and hence the algorithm

should create a minimum tree connecting these regions. In the figure, these correspond

to the Order-2 regionsR1, R2, R5, R7, R8 andR11. R1 is added to the tree first due to

the order in which vertices are processed by the algorithm. Since the edgeR1R2 is the

shortest edge among the edges between the remaining vertices, the M-region inR2 as

well as the edgeR1R2 is added to the tree. Similarly verticesR8, R5 andR7 are added
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to the tree. M-regionsR3,R4 andR6 are also added to the tree since the shortest paths

betweenR2 andR5 andR5 andR7 lie through them. FinallyR11 is added to the tree via

the M-regionR3 since the cost of addingR11 to the tree is minimized by connecting it

via R3. The dashed lines indicate the edges in the final multicast core.

Note that the distributed version of the algorithm will produce an unique tree in all

the server nodes running the algorithm if all the nodes in theM-regions have a consistent

view of those M-regions which have joined the core. In case ofties in two minimum

shortest paths, the first path is chosen to be included in the core. Also, algorithm 5

differs from that of the location guided steiner construction in the sense that non-core

M-regions may be part of the core while only multicast receivers are part of the delivery

tree in any Order-2 region.

R1

R2 R3 R4 R7

R8

R10

R5 R6

11
R

R
12

Figure 6.2:Example of the multicast core tree construction
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6.2.3 Location Maintenance

Each node must also store the information relevant to an M-region if it crosses a region

boundary into a new M-region. The relevant information is the current locations of all

multicast receivers registered to that M-region, as well asthe core membership status of

all M-regions in the terrain. Algorithms 4 and 5 are used to create the local delivery tree

as well as the core once the node has this information. Similar to the unicast location

management protocols, this maintenance can be done by abroadcast-replyprotocol that

involves only those nodes in the new M-region.

6.2.4 Multicast Data Delivery

Once the core and the local delivery trees have been constructed, multicast data delivery

is fairly straight forward. A multicast sourceS of sessioni located in Order-2 region

Rj forwards the data to its current M-regionMi j via geometric routing. The first server

nodeu in Mi j to receive the data packet does the following:

• u checks the incoming edge (i.e. previous vertex on the core) on which the packet

arrived. If there are outgoing edges from this vertex,u copies the data packet

along all outgoing edges in the multicast core. If there are no outgoing edges,u is

located in an M-region which is a leaf vertex, and hence stopsthe forward phase

along the core.

• If there are multicast recipients inMi j , u copies the packet onto each outgoing

edge of the local delivery tree constructed using algorithm4. Furthermore,u

136



6.3. SCALABILITY ANALYSIS

codes the subtree under each outgoing edge into each data packet it forwards

along that edge. This is done so that the multicast recipients who receive the

packet can then forward the packet to other recipients in thelocal delivery tree.

Finally, each multicast recipient in an Order-2 region which receives the data packet

looks in the header to see if there are additional recipientsencoded in the packet header.

If so, the packet is further copied along all outgoing edges with the corresponding sub-

trees encoded in the header.

6.3 Scalability Analysis

A framework similar to the one carried out in chapter 4 can be done to analyze the

multicast location management cost for the multicast location management protocols.

The cost of location management is simply the cost incurred due to different phases

of the protocol - namely, location update, core maintenance, location maintenance and

additional overhead in data delivery. We assume a terrain ofsizeA, N nodes, a constant

node densityγ = N
A , unit region of sizea, an average node velocity ofv andNg multicast

receiver nodes per group. Denote byρ1 the rate at which a node crosses Order-1 regions,

and byρ2 the rate at which a node crosses Order-2 regions.

Location Update Cost: Recall that each time a multicast receiver node moves into a

new Order-1 region, it has to inform its current M-region of its current exact location.

This consists of one geocast update to an M-region. Furthermore, if such a move also

causes the node to move into a new Order-2 region, then it has to inform its previous
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M-region of its departure from the previous Order-2 region.This requires an additional

geocast update to the previous region. Thus, we have the location update overhead per

unit time for a multicast receiver node to be

clu = O(ρ1(u+b)+ρ2(u+b)) packets/sec/node (6.1)

whereu is the number of transmissions required to reach the M-region, andb is the

broadcast cost inside the M-region. Noting thatρ1 = v√
a andρ2 = v

K
√

a, we have

Clu = O(
v√
a
(
K
√

a
z

+b)+
v

K
√

a
(
K
√

a
z

+b))

= O(
vK
z

) packets/sec/node (6.2)

wherez is theaverage forward progressas defined in chapter 4.

Core maintenance Cost: A core maintenance packet is sent by a server node to

update all M-regions of the core membership status of the M-region that it is currently

located in. A minimum spanning tree connecting all the M-regions is used to sent the

packet, and hence the cost of sending a packet using the tree is O( A
Kz). Since there are

O( A
K2) M-regions, this results inO( A

K2) broadcasts, one within each M-region. In the

worst case, when a node crosses an unit region boundary into anew Order-2 region, two

core maintenance updates are generated: one by the new M-region denoting its decision

to join the core and the second by the previous M-region, indicating its decision to prune

itself from the core. Thus, the core maintenance cost can be calculated as

Ccm = O(ρ2×2× (
A
Kz

+
Ab
K2))

= O(
vN
K2z

) packets/sec/node (6.3)
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Location maintenance Cost: When a node moves to a new order-1 square, location

maintenance covers the cost of two broadcasts: the first to query a node in the current

region for M-region information, and the second to reply to the query by a node already

present in the unit region. Since nodes cross unit regions atthe rate ofρ1 per unit time,

the location maintenance cost can be computed as

Clm = O(ρ1(2b))

= O(v) packets/sec/node (6.4)

Data delivery cost: Due to the location management operation, a multicast datapacket

is delivered to a recipient indirectly via the core and then the local delivery tree. This

leads to additional transmissions that would not have been incurred had the exact lo-

cations of all multicast receivers be known to all nodes and an optimal tree could be

constructed using all known node locations. The worst case for which a data packet is

indirectly forwarded to the next receiver in the core is shown in figure 6.3. Nodev is

the multicast source, and forwards the packet to the M-region M1 in its current Order-2

region over a distanced2. The packet is then forwarded to the next M-region in the

core,M2, over a distance which is the sum of distancesd3,d4 andd5. The packet is then

forwarded to the next multicast receiveru over a distanced6. However, the least cost

distance between nodesu andv is d1, and thus the additional distance traversed by the
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packet due to the location management cost is

d = d2 +d3 +d4 +d5 +d6−d1

= d2 +d2Cosθ2 +d6 +d6Sinθ1− (d1−d4)

< 4K
√

a (6.5)

Thus, assuming that packets arrive at each node at a rate ofλ packets/sec according to
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Figure 6.3:Additional overhead due to the core

a Poisson process, the additional cost due to data delivery can be calculated as

Cd = O(v× 4K
√

a
z

)

= O(
vK
z

)packets/node/sec (6.6)

Total Overhead Cost: Combining the results above, we have the total overhead cost
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for the multicast group.

Ct = Ng×Clu +Ng×Ccm+N×Clm +Ng×Cd

= O(vNgK +v
NgN

K2 +vN+vNgK)

= O(vNgK +v
NgN

K2 +vN)packets/node/sec (6.7)

Theorem 6.3.1.The average total overhead cost per group for location management in

the location guided core protocol is O(vNgK + vNgN
K2 + vN) packets per second, which

is minimized when K= θ(N1/3). That is, when K is chosen appropriately, the average

total overhead cost of our protocol is O(vN4/3) packets per second per multicast group.

Proof. The proof follows from minimizing the total overhead cost with respect toK and

assuming thatNg = O(N).

6.4 Numerical Study and Discussion

To test the performance of our multicast scheme, we implemented both our protocol

(LGC) and the Location Guided Steiner (LGS) protocol in Glomosim. In order to have

a fair comparison between both protocols, the location update rate in LGS was kept to

be similar to that of LGC. Thus, in LGS, a node does a network broadcast of its current

location when its crosses an unit region boundary. We kept the size of an Order-2 region

to be four unit regions, since this will have maximum impact on the control overhead in

LGC. Simulation parameters for the scenario are listed in table 6.1.

In this study, we studied the performance of both protocols for varying node mobil-

ity. The minimum speed in the Random Waypoint model was kept at1 m/sec to alleviate
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Table 6.1: Simulation parameters for multicast scenario

Simulation Time 300 sec Mobility Model Random Waypoint

Simulation Area 2000×2000m Maximum Speed 0-30 m/sec

Unit Grid Size 250m Minimum Speed 1 m/sec

Number of Nodes 400 Pause Time 0 sec

Transmission Range 350m Transmission Speed 54 Mbps

Traffic Type Random CBR Multicast groups 10

Data Rate 2 packets/sec Multicast receivers per group 10

MAC Protocol IEEE 802.11g Data Payload 512 bytes

Beacon Interval 1 sec Buffer Size 1000 packets

the average speed decay problem [115]. The maximum speed wasvaried to study the

effect of increasing average node velocity on protocol performance.

Figure 6.4 shows the fraction of data packets received for either protocol. LGC has a

superior performance over LGS for the entire range of node velocities. When the nodes

are static, the number of data packets that the protocol is successfully able to deliver

is less than 100% in LGS. The throughput decreases as node mobility increases and

slightly increases towards the end. This behavior can be explained due to the broadcast

storm problem [19] in ad hoc networks, and the stochastic properties of the Random

Waypoint model [116]. When the average node density is high, the large number of

802.11 broadcast collisions lead to many of the location updates being lost when the

network is static. Thus, the approximate Steiner tree constructed in LGS may not con-
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tain all the receivers, and leads to a fraction of successfully delivered data packets lower

than 100%. Increasing average mobility reduces the averagenumber of neighbors in the

Random Waypoint model, and helps alleviate the broadcast storm problem. However,

this does not reduce loss of data packets. Since increases node mobility outdates the

perceived view of the delivery tree in each node, packets sent to expired locations may

be unsuccessful. Towards the end, as the number of location updates sent by each node

increases with mobility, it helps to maintain a more up-to-date delivery tree in LGS, and

helps data throughput. The number of data packets received in LGC decreases steadily

due to outdated trees caused by increased mobility.
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Figure 6.4:Data throughput

Figure 6.5 shows the average delay experienced by data packets. Average delay

may be considered less important, since our objective is to minimize the overhead and

not delay. However, average delay sheds light on the behavior of the multicast trees

constructed by either protocol and is useful to evaluate theperformance of the protocols.
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Clearly, the LGS tree is a better approximation of a minimum delivery tree compared

to the location guided core, since a packet at an intermediate node is forwarded to a

next hop along the straight line connecting both the nodes inLGS. On the other hand,

the core is a simple approximation of where multicast nodes are present, and may incur

extra transmissions to reach a multicast receiver from the M-region. Additionally, since

the locations are flooded in the network by LGS, there is no need to include any other

information in the data packet except the next hop node information. On the other hand,

each data packet in LGC must contain the coded subtree of the local delivery tree in its

header in order to continue packet forwarding by intermediate nodes. Both the above

increase the average data overhead in LGC 6.6, leading to a higher average delay for

data packets compared to LGS.
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Figure 6.5:Average data delay

Finally, figure 6.7 shows the protocol control overhead incurred by both protocols in

number of bytes transmitted per node per second. For LGS, theprotocol packets are the

144



6.4. NUMERICAL STUDY AND DISCUSSION

 0

 200

 400

 600

 800

 1000

 0  5  10  15  20  25  30

D
a
ta

 O
v
e
rh

e
a
d
 (

b
y
te

s
/s

e
c
/n

o
d
e
)

Mobility (m/sec)

LGS
LGC

Figure 6.6:Data overhead (bytes)

location updates that are flooded across the network, and forLGC, these are location

updates, core maintenance and location maintenance packets that the protocol uses to

create and maintain the local delivery tree and the multicast core. The overhead of

both protocols increase with increasing node mobility due to increasing rate of sending

control packets. As expected, LGS control overhead increases at a much faster rate than

LGC with increasing node mobility. The initial drop in the overhead in LGS can be

explained by the reduced average number of neighbors with increasing average velocity,

which helps the broadcast storm problem. It can be clearly seen that broadcast flooding

of control packets leads to an excessively high overhead, ascompared to unicasting

using only a subset of nodes in the network. Thus, in terms of higher throughout and

low overhead, LGC shows superior performance over the LGS protocol
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6.5 Summary

In this chapter, we have described an extension to the unicast location management

problem to support efficient location based multicasting inlarge ad hoc networks. Lit-

erature describes a few protocols for location based multicasting, but most of the ex-

isting work assume that the node locations are flooded acrossthe network in order to

compute the multicast delivery tree in a distributed fashion. Flooding may be not be a

suitable protocol for disseminating location informationin a bandwidth constrained en-

vironment, and hence we have introduced a novel protocol called Location Guided Core

(LGC) that integrates location management and multicast tree construction into a single

framework. The protocol is purely distributed and localized, and we have shown that the

average per group overhead for the protocol increases only as O(vN
4
3) asymptotically,

which is a sub-linear reduction over flooding. Simulations corroborate our analysis,

and we show that LGC outperforms the Location Guided Steinerprotocol, an existing
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location based multicast scheme that uses flooding to disseminate multicast members’

location information.
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Chapter 7

Concluding Remarks and Future Work

This dissertation has addressed the challenging and fundamental issues related to scal-

ability of routing protocols in the field of mobile ad hoc networks. While current solu-

tions are known to be lacking in scalability with respect to network size and mobility,

there has not been considerable effort in the research of topology driven protocols that

are localized. However, knowledge of node locations have proved to be useful in design-

ing geographic routing protocols that are simple, localized and which guarantee packet

delivery. An major bottleneck in realizing geographic routing is the location manage-

ment problem, in which the dynamic locations of all nodes have to be distributively

managed so that the location of any destination can be found by querying the loca-

tion management service. The location management problem is the main focus of this

thesis, and we have investigated the design of resource efficient location management

protocols, which are scalable with respect to both increasein node mobility as well as

network size. We conclude this dissertation by summarizingits major contributions and
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giving directions for future work.

7.1 Major Contributions

In this research, we have investigated novel location management protocols that operate

efficiently in conjunction with geographic routing. Our major contributions lie in the

design of efficient algorithms, and analytical mathematical models to effectively analyze

the scalability of these protocols.

Novel Location Management Protocols

Our preliminary research in location management resulted in a protocol known as

Scalable Location Management (SLALoM) that divides a knownterrain into unit re-

gions and delegates certain regions to be location server regions. Nodes located in these

regions are responsible for keeping track of other nodes in the network. The optimal

division of the terrain such that the cost of location management is minimal is when

N
2
3 unit regions are combined to form second order regions, and alocation server re-

gion is selected within each second order region. Thus, under random mobility and

communication requirements, SLALoM achieves an average asymptotic location man-

agement cost ofO(vN
4
3), which improves upon existing location management protocols

described in literature. We also provide an optimization toSLALoM known as Efficient

Location Forwarding (ELF) to reduce the location update cost incurred due to large

multicast updates in SLALoM.

Under a more practical scenario for ad hoc networks in which mobility and commun-
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ication requirements are more localized than random, we note that an alternate partition-

ing of the terrain into a multi-level hierarchy can effectively reduce the location update

cost toO(vNlogN), i.e. only logarithmic in the number of nodes in the network.Since

location updates form majority of the control overhead as network size and mobility in-

creases, this reduction is surely beneficial for efficientlysupporting geographic routing.

We also prove that all the three proposed protocols are scalable with respect to network

size under a specific analytic framework.

Location Management in Sparse Networks

While the proposed protocols operate in uniform and dense networks, irregularity

and sparse networks can cause protocol incorrectness due tothe empty server region

problem in unit region based location management protocols. We analyze the problem

and present a novel proxy enhancement to combat the problem.The proxy enhancement

requires that adjacent non-empty regions be discovered accurately, and this introduces

a new challenge which we call the Connected Overlay Planar Graph construction prob-

lem. There are no algorithms that solve the problem in literature. As another contri-

bution, we propose centralized and distributed algorithmsto construct an overlay graph

which is both planar and connected. We also prove the correctness of the algorithm and

outline a new routing protocol called Grid Traversal Algorithm (GTA) that combines

both greedy geographic routing and planar graph face routing on the overlay graph.

The proposed routing protocol is expected to perform well compared to face routing

algorithms such as GPSR or GFG due to the contrasting spanning properties of the

different planar graphs on which each protocols carries outrouting.
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Location Based Scalable Multicasting

We also investigate location based multicasting in order toenhance the proposed

protocols to support multicasting in mobile ad hoc networks. While there are location

based multicast protocols described in literature, they may neither be scalable nor re-

liable with the increase in group membership or number of groups due to the flooding

nature of these protocols. We combine the strength of our unicast location management

schemes and the idea of Core Base Trees (CBT) to construct a hierarchy consisting of

multicast group partitions connected via a location guidedcore. The partitioning of the

group is based on node locations in the terrain, and is more resilient to changes in topol-

ogy induced by node mobility. We prove that a sub-linear reduction in control overhead

can be achieved by our protocol compared to that of flooding.

7.2 Directions for Future Work

Although a significant amount of research work has been accomplished in the area of

wireless ad hoc networks, we have identified additional topics based on our research

that need further attention. In this section, we list a summary of potential topics that

may be pursued in the field of location management and wireless networks.

• Energy Efficiency: Although the proposed location management protocols are

efficient in the sense that they bound the number of update packets transmitted,

HGRID suffers from additional energy expenditure since hierarchical roles of

leaders consume more energy than regular nodes. This may notbe fair in ad hoc
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networks where nodes have restricted battery power for operation. An obvious

solution to the problem is cyclic rotation of roles among allthe participating unit

regions temporally. Alternately, a leader region can be treated as an empty re-

gion, and transient data packets can be routed around these regions so as not to

burden server nodes with routing. This may have a detrimental effect on the delay

performance of data, but may be well worth in terms of networklongevity.

• Properties of Overlay Graphs:An unique advantage to overlay graphs compared

to that of topology driven graphs is that the former is more stable under node mo-

bility. It has been shown that the Gabriel graph and its sub-graph - the Relative

Neighborhood graph - although planar, have poor spanning properties. In other

words, since long edges in the unit disk graph are removed to maintain the pla-

narity property, this may lead to longer paths between source-destination pairs.

On the other hand, the algorithm proposed in Chapter 5 simply tries to remove

the least number of edges to make the graph planar, without considering the type

of edge. We will study the effect of such edge removal on the spanning property

of the overlay graph.

• Quality of Service in Wireless Networks: Recent studies have shown that the

topology driven shortest path approach to routing in multi-hop wireless networks

may not be a good approach as it discounts the link layer congestion and physical

layer interference [117]. Thus, QoS routing protocols based on shortest paths fail

to meet the guarantees required by the applications. Research in the design of
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QoS protocols will benefit from cross layer interaction thattakes into account the

loss characteristics of the physical layer and link layer delays.

While greedy geographic routing or its planar graph version is localized and effi-

cient for wireless networks, it lacks an inherent flexibility to support QoS routing.

GTA on the other hand, routes on the overlay planar graph in which the graph

edges represent connectivity between two adjacent unit regions. By appropriately

defining link costs of the overlay graph such that it reflects the traffic conditions

within an unit region, a better perspective of the traffic flows in the network may

be obtained.

• Wireless Network Security: An important factor that deters the widespread use

of distributed wireless networks is pricing and network security. Any research

in building wireless systems must take into account the issues that threaten sys-

tem reliability at several layers of the protocol stack suchas denial-of-service

(DoS) and intrusion (application, MAC), route disruption and resource consump-

tion (network), and eavesdropping (PHY/MAC). A direct application of our cur-

rent work from hierarchical location management is the areaof key distribution

for wireless sensor networks. Due to computational restrictions and power con-

siderations, private key algorithms are preferred over public key encryption tech-

niques. The problem of key management is to efficiently distribute and revoke

keys such that the capture of a set of keys by an attacker does not lead to net-

work failure [118], [119], [120]. We will look into extending our work to design

protocols that efficiently solve the key management problem.
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