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Abstract—Wireless security has been an active research area of the currentattacks on encryption schemes. It is possible that,
since the last decade. A lot of studies of wireless security in the future (maybe even in the near future), the AES scheme

use cryptographic tools, but traditional cryptographic tools are
normally based on computational assumptions, which may tur
out to be invalid in the future. Consequently, it is very desiable
to build cryptographic tools that do not rely on computational
assumptions.

In this paper, we focus on a crucial cryptographic tool, naméy
1-out-of-2 oblivious transfer. This tool plays a central rde in
cryptography because we can build a cryptographic protocol
for any polynomial-time computable function using this tod.
We present a novel 1-out-of-2 oblivious transfer protocol bsed
on wireless channel characteristics, which does not rely oany
computational assumption. We also illustrate the potentiabroad
applications of this protocol by giving two applications, me
on private communications and another on privacy preservirg
password verification. We have fully implemented this prota@ol on
wireless devices and conducted experiments in real enviroments
to evaluate the protocol and its application to private comnunica-
tions. Our experimental results demonstrate that it has reaonable
efficiency.

I. INTRODUCTION

will be broken by newly invented cryptanlysis techniques.

In fact, there was a lesson a few years ago, when cryptolo-
gists broke several famous hash functions, including MD& an
SHA-0 [2], [3]. To be more precise, these hash functions had
been assumed to be collision-resistant for more than tersyea
but cryptologists found that these assumptions are inaaiid
there are quite efficient algorithms to find collisions of ¢be
hash functions. It is worth noting that the above discogerie
were made after the hash functions became either national
standards or de facto standards. Hence, it will be very aeleir
if we can remove cryptographic tools’ dependence on such
computational assumptions.

Of course, removing computational assumptions from the
cryptographic tools, and thus from the wireless security- sy
tems, is a highly challenging problem. Consequently, irs thi
paper, we do not intend to build a complete wireless secu-
rity system that does not rely on computational assumptions
Instead, we would like to address a fundamental question as
a crucial step towards solving this very challenging proble

Wireless security has been an active research area sifgcq at all feasible to build wireless security systems with
the last decade. A lot of studies of wireless security U$glying on computational assumptions?

cryptographic tools such as encryption, authenticatiand a Ouyr answer to the above question is positive. Specifically,
key agreement in order to achieve security protection. &h&ge propose that wireless security can be based on the physica
traditional cryptographic tools are very powerful, but mo§ channel characteristics rather than computational astonsp
them have a common weakness—normally, they are basedg@nijjustrated by a new type of protocols for key agreement

computational assumptions.

in wireless networks [4], [5], [6], [7], [8], [9], [10} In

For example, consider one of the most frequently used cry@her words, the wireless channel characteristics can be us

tographic tools, symmetric key encryption. We have a numbgét only to achieve key agreement, but also to estalzisp
of very good existing encryption schemes, e.g., AES [1]. HOV&r?/ptographic tool.

ever, when we use AES to encrypt a message, we are actual

Yo be more precise, we use wireless channel character-

making an implicit assumption: the AES block cipher is &tics to build a crucial cryptographic tool called 1-ott-0

psedorandom permutation. Intuitively, this assumptioplies
that it is infeasible for an adversary to find the cleartexssage

2 oblivious transfer. (For simplicity, hereafter we use @I t
refer to oblivious transfer, and use ©To refer to 1-out-

from the ciphertext. Nevertheless, the above assumption @¥f2 oplivious transfer.) The reason for choosing to work on
pseudorandomness is based on the cryptologists’ undeistan T2 is that it plays a central role in cryptography. In fact,
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Kilian [11] has proved that O is “complete”, meaning that
for any polynomial-time computable function, we can build
a cryptographic protocol using @T. For example, electronic
voting protocols, anonymous communications protocotsitali
cash protocols, privacy preserving data mining protocets,

1This is not the only way to do cryptographic operations withoompu-
tational assumptions; quantum communications do not relg@nputational
assumptions as well. But quantum communications are outeo$tope of this
paper.



can all be built using OT. Hence, once we get an ®Protocol the requirements that an ®Pprotocol needs to satisfy and the
independent of computational assumptions, we can actusdly security model we use to analyze and its applications.
it to establish other cryptographic protocols independat

computational assumptions. Model of Wireless Channel Consider two partiesA and

B, and the wireless channel between them. Just like in [8], for

Hoyvever, It Is not easy to C(.)nfStrUCt an meFOCOI ba.lSEd ease of presentation, lét be the magnitude of the in-phase
on wireless channel characteristics. The main idea uniderly . : .
omponent of the Rayleigh fading process, which follows a

our work is to employ a novel technique from [12]. We pOm&aussian distribution. (Note that our protocol and analygsi
out that both our channel model and our Oprotocol are . : o
significantly different from those of [12]. Consequentlyro not rely on this assumption of distribution. In fact, theynca
' be easily extended to the general case; but the extension is

use of their technique is non-trivial notationally complex and less easy to understand. ) Clekarly

To illustrate the potential wide applications of our workCan be viewed as a stochastic process; weliggto represent
we give a method of private communications based on OlTS Value ofh at time+ '

oT? protoco_l. Just like traditional symmetrlc kgy encryption A and B do not know the precise values &f¢); they can
schemes, this method allows two wireless devices that have g . .
. . vatepY make estimates. Specifically, Ieft) be a well known
common secret key to communicate with each other privately. : .
. . . robe signal. Suppose thd@ sends a probe signal and
Nevertheless, the security of this method depends on wsel . - , : . . .
o . : feceives it at timeg;; A sends a probe signal ariglreceives it
channel characteristics, not on computational assungtion ) . .
Anoth licati f tocol i . at timet,. ThenA and B can estimate the channel respectively,
_Anomer agp |ca\_f|_ont_o ouUr Qfl'ptrr? oco tlﬁ |f()jr|vacy presetrv- using their received signals. In this case, the signaBnd B
INg password verincation. Lsing the metnod we present, Ofi¢.qiye can be expressed as follows:
wireless device can verify a password from another wireless
device in such a way that the password is not revealed toreithe ro(t1) = h(t1)s(t1) + na(t1), (1)
the former device or any eavesdropper.
In summary, we have the following contributions in this ro(t2) = hit2)s(t2) + no(t2), (2)
paper. wheren,(t1) andny(t2) are the receiver noises dtand B.

« We are the first to construct an &Protocol based on By using existing techniques of channel estimation, elgh, [
the physical characteristics of wireless channels. Ouf OH (resp.,B) can obtain an estimate, (1) (resp..h(t2)) from
protocol does not rely on any computational assumptioris.(t1) (resp.,m(t2)). These estimates satisfy the following
Given the completeness of &Pproved by Kilian [11], our €quations:

work can be considered a crucial step towards building ha(t1) = h(t1) + za(t1), 3)
strong wireless security systems without computational by (t2) = h(ta) + z(t2), 4)
assumptions.

« Our OT? protocol has wide potential applications. In parwhere z, (1) (resp.,z,(t2)) represents the noise and interfer-
ticular, we have given a method of private communicatioresces caused by, (¢1) (resp.,ny(t2)) during the process of
and a method of privacy preserving password verificatiarhannel estimation.
based on our own CGfTprotocol. By the channel reciprocify we can guarantee thaft;) and

« We havecompletelyimplemented our OF protocol on h(t2) are correlated, if; — t; is small in the above probe and
real, mobile wireless devices, and evaluated it throughstimation process. More precisely, we need that the pair of
extensive experiments. We have also experimentally evafurobe signals exchanged byand B are within thecoherence
ated our private communications method. Our experimetime [15], [8] of the wireless channel. Here the coherence time
tal results demonstrate that our protocol and its ap- T¢ is typically inversely proportional to the maximum Doppler
plication to private communications both have reasonalfiequencyf,, [15], [8]:
efficiency. 1 A

The rest of this paper is organized as follows. In Section I, To~ Fn - (5)

we present technical preliminaries. In Section Ill, we dagind In equation (5)\ is the wavelength of the carrier signal, and
analyze our OF protocol. In Sections IV and V, we show the. q 9 gnal,

two applications of our O protocol. The implementation andIS the maximum moving speed of objects in the environment.

' . ) . . . Note that the above description refers to the exchange of one
experiments are described in Section VI. After briefly rewrey . . . i
i ) . : single pair of probe signals. As we will see, our {drotocol
related work in Section VII, we conclude in Section VIII. . . . i
actually requires exchanges of multiple pairs of probe agn

Unlike the short time interval between the two probe signals
1. TECHNICAL PRELIMINARIES in the same pair, the time interval between any two different
Gairs of probe signals is chosen to be larger than the coberen

Throughout this paper, we follow the formulation present Ime' In this way, the channel estimates derived from ciffier

in [8], [13]. For completeness, we briefly review the mode
of wireless channels and the quan_tlzatlon method in [8] "J_ln(ilf the involved wireless devices are not calibrated, meshsighilar to [8]
refer readers to [8] for more details. After that, we specifyan be used to reduce the problem introduced by the lack ifratibn.



pairs of probe signals can be seen as independent from eachhe main idea of the second stage is tHatan xor her two
other. secret bits with two sequences of masks respectively and the
send the results t@. In order to guarantee thadt gets onlyb,

gIUt notb; _, we only need to make sure that the sequence of
masks for, is known to B, but the other sequence is unknown
to B. To achieve this objective, we have the following crucial
observatior? Consider two pairs of probe signals such that

{1 if > qy extracts the same bit from them using the quantization naetho

Method of Quantization WhenA andB have obtained their
estimatesh, and h,, respectively, they quantize these chann
estimates into bit strings using a quantization functigpnThe
function Q is defined as follows:

Q) = (6) in Section II. From these two pairs of probe signalsBifalso
extracts the same bit, then it is very likely that the bit axted
where ¢ and ¢ are derived from the mean and standarby A is equal to the bit extracted k. In contrast, if from the
deviation of channel estimates. Denote the mean land the two pairs of probe signal® extracts two different bits, theB
standard deviation by. Let o (a > 0) be a system parameterhas no idea about what bit is extracted yConsequently, for
We have both sequences of masks, we etise bits extracted from probe
q+—=pta-o. (7) signals byA such that the next extracted bits are the same. In
order to ensure the sequence of masksbfors known to B,
Requirements for OT? and Security Model Our main we make sure that the masks flr correspond to those bits
objective in this paper is to build an @Pprotocol betweemd  extracted byB that are identical to their next bits. In order
and B. In Section Ill, we describe how to build this protocolto ensure the sequence of masks for, is unknown toB,
including how to use the method of quantization mentionade make sure that the masks far_, correspond to those bits
above. Before we build the GTprotocol, we need to first list extracted byB that are not identical to their next bits.
the requirements for GT. More details of the second stage are given below.
Assume thatd has two bitshy andb; as her input, and that Suppose that, at the end of the first stadehas obtainedv
B has a bits as his input. The requirements of an{jrotocol bits from the quantized channel estimateB:S, (i) }i=1,2,...n;

0 if v<q_

is that, when the protocol terminates, B has also obtainedv bits from the quantized channel esti-
1) B gets the bith,; mates{BSy(i)}i=1,2,... . ~. (Note that we uséS, (i) to denote
2) B gets no information aboult; _; the ith term in the sequencBS,. Similar notations are used
3) A gets no information about throughout the paper.) The second stage can be divided into

i i teps.
Throughout this paper, we analyze the security of20T°Ur S _ _
and its applications in the semi-honest model, which is oneSteP 1.4 generates an index sequentay extracting all

of the standard security models [16]. In this model, ea&ﬂdedxz;,sucgtha_tBSa(%I_—él) - BSa(%.) (i.e [1’N/2])'| A
involved party follows the protocol, but they may be curiougecnp SN to h usnﬂg a Le a :’ COIT]ITIUI’]IC?IIOI’] proto.co » €9
in learning private information that they are not supposed il' o o?et a_t,t roug outt_|s _@'brotoco ;» communications
learn. Furthermore, eavesdropping by outsiders (i.e.tigsar using this reliable communication protocol needt to be

not supposed to participate in the protocol) are allowedun Oencrypted. . .
modelpp P P P ) Step 2. AfterB receives the index sequenéefrom A, B

generates two disjoint index sequendgsand I;_,, where,
is subject to the following constraints:
(1) |Is] = n (n is a security parameter, with a typical value
of 10~30), i.e., there are exactly indices in the sequenck;
Using the probing, estimation, and quantization process(2) I C I, i.e., I, is a subsequence df
described in Section I, now we design an POprotocol and  (3) for all i € I, BS,(2i — 1) = BSy(2i);
analyze it. and I, _, is subject to the following constraints:
Q) [-s| =n;
(2) 11,5 - Iu
A. The OF Protocol . @3) for alli € I,_,, BSy(2i — 1) # BSy(2i).
Our OT} protocol consists of two stages. In the first stage, the Then B sends the two index sequendgsandI; to A, using
two parties send multiple probe signals to each other @telyy 5 reliable communication protocol.
estimate the channel, and convert the estimates into |siitsg u Step 3. Onced receivesl, andI; from B, A generates two

time interval between each pair of probe signals is withie th; gch thatt < j < n,

coherence time, but the time interval between any two differ o .

pairs of probe signals is more than the coherence time.) The Le(j) = be ® BSa(2 - Ie(34)),

LWO pgrtles éerm;nate tbh.e flrs:] Stage_ as soon as eagh of t(;]elgjl'his observation is valid under the condition that the timierval between
as obtained at leasy _'tS* w e_reN IS an even numper and e yyo pairs of probe signals is more than the coherence. titeeall this

a system parameter, with a typical valuel®f~200. condition is satisfied by our GfTprotocol.

[1l. OT? BASED ONWIRELESSCHANNEL
CHARACTERISTICS



Then A sendsLy and L; to B using a reliable communication A and B [6], [8], so that the fading channel he experiences

protocol. is statistically independent from the fading channel betwé
Step 4. AfterB receives thd,y andL; from A, B computes and B.

b; using the following formula:

b—maorlt Ls(j)® BSy(2-15(5)),7 € [1,n]}). )
jority({L:+(7) bl ()4 € Lnl}) Theorem 1. Under the standard assumptions [4], [8], [17]
Here b/, is supposed to be equal g, the value needs to that the stochastic proceds is stationary and that(t) is a
obtain. (In Section 1I-B, we prove there is a high probapili Gaussian random variable, when our ®rotocol is finished,

thatb, = bs.) for any e >0, B getsb, with probability 1 — ¢ as long as

l”( ), where for anyi € I,, Pr[BS,(2i — 1,2i) =

A formal description of the second stage is shown in Algcﬁ =172 SN yi s b(2 Y=
rithm 1. BS, ( —1,20)|BS4(2i) = BS.(2i —1)] = q > 4

Algorithm 1: Second Stage of (fTProtocol

Input: {BSa(i)}iz1.z...~ and{BSy(i)}im1.2...N Proof: For anyi € I, denote byx; andxs two vectors
A’s secret bits{bo, b1}, B’s secret bits of channel estimates corresponding &5 (2i — 1), B.S, (2 —
Output: B outputsb, as an estimate of his chosén 1), BSy(2i), BS,(24)]T and[BS,(2i — 1), BS,(2i)]T, respec-
e tively. Since h is a stationary Gaussian process; and
T < empty sequence x are both random vectors following multivariate Gaussian
foreach i € [1, N/2] do distributions. Now we consider the following probabiliyor
if BSq(2i —1) = BS4(2i) then eachi e I, we have:
e|ndadd7, into 1 [BSb(z’L -1 22) _ “1177|BSG(2’L' _ 1’ 22) _ “11”]
end Pr[BSb(2z -1 22) = “117, BS,(2i — 1,24) = “117]
A sendsl to B B (20— 1 22‘) = “11”]
B: 400 “+o00
Is < empty sequence; s <— empty sequence / / / / (2r) Cov T 172 %
foreach i € I do ER S J?|Covaa(@a)|
If| Bégdbéiliﬁté)f P20 and | < then exp{——(wl —p1)" - Covyy() - (@1 — Nl)}d(4)x)/
end +oo  ptoo
else if BS,(2i — 1) # BS,(2i) and | I1_| < n then / /
| addiinto I, (2m) |Con 2(:c2)|1/2
end
if |I;] =n and |I;_s| = n then exp{——(wz — )T - Covy. y(wa) - (x2 — o)} dPa
| break 2
end
end . .
B sendsl. andI,_. to A In the above equatiomy; andus are the expectation vectors
of &1 andxz; Covy4(x1) andCovy o(x2) are the covariance
2‘1 « empty sequencels < empty sequence matrices of random vectots; andx.. Similarly,
0 1 o« kb o« 7
foreach e € {0, 1} do Pr[BSy(2i — 1,2i) = “00”|BS, (22 1,2i) = “007]
foreach j € [1,n] do /q* / / /
e|ndLe(J) = be © BS(2- L)) (2m) |C0V4 4(3»’1)|1/2
end _ _ _ (4)
A sendsLo and L; to B. exp{ (:131 )" - Covy (@) - (@1 — pa)}d x)/
g I
b, = majority({Ls(j) ® BSs(2 - Is(5)),j € [1,n]}). ICon S@2) 2

exp{—§(:c2 — Hz) . COVQQ(xz) (o — Hz)}d(z)x)

B. Protocol Analysis Since the underlying Gaussian procésss stationary, the

Below we present an analysis to show that the three requif@@ussian distributions of both; andx, are symmetric. And
ments for OF are all satisfied by our protocol. The analysi§lso note that, and¢_ are symmetric with the mean as the
is based on the semi-honest model and under the assump§fter, so we can get the following equation:
that the eavesdropper is passive. We also assume that the Pr[BSy(2i — 1,2i) = “00”|BS,(2i — 1,2i) = “00”]

8
eavesdropper is more than half a wavelength away from both=Pr[BS),(2i — 1,2i) = “117|BS,(2i — 1,2i) = “117]. ®)



On the other hand, for eache I, propability to be not Iless thah— ¢, then we can only need to
Pr(BSy(2i — 1,2i) = BSa(2i — 1,2i)|BSa(2i) = BSa(2i — 1)] gurantee that > 2(“’(?1))2. n
2 30g—I
= Pr[BS,(2i) = 1|BS,(2i) = BS,(2i — 1)]x ’ )
PrBS)(2i — 1,2) = “117|BSa(2i — 1,2i) = “117] R(.am.ark. In Th_eorem 1 we have assumed> 5. We stress
_ _ this is a realistic assumption becaugecan be controlled by
+ Pr[BS,(2i) = 0|BSq(2i) = BS,(2i — 1)]x adjustingc.

Pr[BSy(2i — 1,2i) = “00”|BS,(2i — 1,2i) = “00”]. .
B (2 ) | (2 2 ] 9) Theorem 2. When our OF protocol is finished,B gets no

By combining (8) and (9), we get that information about); _.

PriBSy(2i —1,2i) = BSa(2i — 1,2i)|BSa(2i) = BSa(2i — 1)] Proof: (Sketch) Let’s consider the index sequenge .
= Pr[BSy(2i — 1,2i) = “11”|BS4(2i — 1,2i) = “117] For eachi € I,_;, we have that
= Pr[BSy(2i — 1,2i) = “00”|BS,(2i — 1,2i) = “00”]. Pr[BS,(2i — 1,2i) = “00”|BS(2i — 1,2i) = “017]

Recall Pr[BSy(2i — 1,2i) = BS,(2i — 1,2i)|BS,(2i) =  Pr[BS,(2i — 1,2i) = “00”, BSy(2i — 1,2i) = “01”]
BS,(2i—1)] = g for anyi € I,. From the wayl, is generated, - Pr[BSy(2i — 1,2i) = “01”]
we know that q- ¢ +oo ¢-
Vi € I,, BS,(2i) = BS,(2i — 1), BS,(2i) = BS(2i — 1). / / / / ! %
So, for any: € I, Pr[BSy(2i) = BS,(2i)] = ¢g. We can e e e 2m)2|Cova,a(z1)["/
rewrite it asPr[BS,(2 - I;(j)) = BSy(2 - Is(j))] = ¢, where 1
j € [1,m]. The probability thatB getsb, is exp{—5 (@1 - p1)" - Covyy(w1) - (z1 — ul)}d(4)x)/
Prib, = bs]. . , o Pr[BS,(2i — 1,2i) = “017]
:Pr[bs = maJorlty({Ls(j) D BSb(2 ’ Is(]))v] € [11 n]})] (10)
=Pr[bs = majority({bs ® BS.(2- I5(j)) ® BSp(2 - I5(5)), Using the symmetry property of Gaussian distribution, we
e get that
j € Lnl}] ) hat -~
“PrBS.2 L) = BS- LG ela)l> gl ([ [ [ [ .
Because the time interval between any two different pairs 7/ O e 2m) |C°V44 )|V
of probe signals are greater than the coherence timenthe 1
events{BS,(2 - I,(j)) = BSy(2-I,(j))}, j € [1,n] are all exp{—5 (w1 —p1)" - Covy () - (%1 —ul)}d(4)x)/
independent. For each € [1,n], define an indicator random . .
variable Pr[BSy(2i — 1,2i) = “017]
Ind L if BS.(2-I:(j)) = BSy(2- I5(4)), e 1
n ] — . . . —
’ 0, if BSa(Q'Is(J))#BSb(Q'Is(]))-_ _(/ / / / (gﬁ)2|cov4_’4(m1)|1/2x
Then Indy, Inds,....,Ind, are a sequence of indepen- -o e+ a+ av
dent Bernoulli random variables [18] with parameterLet 1 T _1 (1)
X(n,q) = |{Ind; =1,j € [1,n]}|. ThenX (n, q) is a random xp{—5 (@1 — p)" - Covyy(@1) - (w1 — pa) }d )
variable following the binomial distributioBinomial(n, q). Pr[BS,(2i — 1,2i) = “017]
Therefore,
Prlbs = b]  Pr[BS.(2i —1,2i) = “117, BSy(2i — 1,2i) = “01”]
) Pr[BSy(2i — 1,2i) = “01” '
—Pr{(BS,(2- LG) = BSi2 LG)G L)l > 5 (B )=or]
. n '
=Prl[{Ind; =1,j € [1,n]}| > ] PriX(n,q) > 7] Pr[BSa(2i — 1,2i) = “00"|BS,(2i — 1,2i) = “017]
" 12 _ Pr[BS,(2i — 1,2i) = “00”, BSy(2i — 1,2i) = “01”]
S (”) (1 gD =1 - (") i1-gnd. T PrBSy(2i — 1,2i) = “01"] a
i=lz 41 N im0 \*  Pr[BS,(2i —1,2i) = “117, BSy(2i — 1,2i) = “01”]

Using the Hoeffding inequality [19], we can bound the above Pr(BSy(2i —1,2i) = “017]
probability as follows: —Pr[BS,(2i — 1,2i) = “117| BSy(2i — 1,2i) = “017].

) 3] n\ ‘ Since for each € I,
Prib, =b]=1-)" (Z_>ql(1 —q)» Pr[BS,(2i — 1,2i) = “00”|BSy(2i — 1,2i) = “017]+
( i=0 e , Pr[BS,(2i —1,2i) = “117|BS,(2i — 1,2i) = “017] = 1
ng— 5 2 we have
>1—exp(—2- ——22)=1—exp(—2n- (¢ — =)?).
= 1 - exp( ra— exp(=2n-(a=3)) Pr[BSa(2i — 1,2i) = “00” | BSy(2i — 1,2i) = “017] =

Because; > 3, we can always makBr[b, = b.] sufficiently

close to1 by increasingn. In particular, if we want the  PrlBSa(2i —1,2i) = “117[BS,(2i — 1,2i) = “01"] = 5



Similarly, we can get that multiple bits. Nevertheless, there is a pitfall that we naatid:
Pr[BS,(2i — 1,2i) = “00”|BSy(2¢ — 1,2i) = “10”] = If we use a straightforward extension of the above idea, (i.e.
) _ ) _ 1 doing an OF for each bit of the key, assuming the key and the
PrBSa(2i —1,2i) = “117|BSy(2i — 1,2i) = “107] = ) message are of equal length.), andliind B use two different
From the above analysis, we can see fhajets no information keys, thenB may end up getting part of the message sent by
aboutb; _, from L. B A, each bit of which corresponding to a bit position at which
the two keys agree. To avoid this pitfall, we lgt hide her
message using a random mask, and then the mask is sent from
A to B using a number of O sessions. Therefore, il and
Proof: (Sketch) First we observe that does not know B have different keys, the mask receives will be different
which bits in BS, are different from the corresponding bits infrom whatA sends at a number of bit positions (where the two
BS,. So itis easy to see that, for any I,UI;, whetheri € Iy  keys differ). But whenB attemps to recover the message using
ori € I is independent from the distribution 85, (2:—1,2¢). the wrong mask, the error in the recovered message will not
So when the protocol is finished, gets no information about remain at these bit positions; instead, it will be spreacdest o
s. B the entire message.
The above theorems demonstrate the security guarantees ¢f is worth noting that not all properties of our @protocol
our OT; protocol. Nevertheless, all these theorems are provark needed in the construction of our private communication
in the semi-honest model and under the assumption that thethod. In other words, our method of private communication
eavesdropper is passive. In practice, if the participaht®¥§ can actually be simplified and optimized, from a practicahpo
can deviate from the protocol, or if there is an active adusrs of view. We present it in the current form just to demonstrate
launching a man-in-the-middle attack, then ouriQdFotocol the power of our OF protocol.

Theorem 3. When our OF protocol is finished,A gets no
information abouts.

needs to be modified and improved. Below is our method of private communications.
Let p be a prime of lengttk (wherek is a parameter) that
IV. APPLICATION |I: PRIVATE COMMUNICATIONS is well known, i.e., everybody knows Suppose thatl and B

In this section, we develop a method based on ou? oPoth know a keyK that is of length%.. Recall that the objective
protocol that, assumingl and B both know a secret keyt is to send a confidential messagefrom A to B. Without loss
allows A to send a confidential message B Our target of generality, suppos@/ € Z,. The method consists of three

here is similar to symmetric key encryption and decryption steps. . )
traditional cryptography. More precisely, we have (atfptse  S€P 41'A selects a masiD from [0,2" — 1] uniformly at
following requirements for our private communications hogt: 'andom: She then computeS' = (D - M) mod p, and sends

C to B.
« If both A and B use the same key, the should get the Step 2. Denote thgth bit of D by D, and thejth bit of K by
message sent hyl.

o If A and B use two different keys, the® does not get K. For,eachy € [L, ], an OT; is executed betweert and B,
whereA’s two secret bits aréx, = D; andb,_g, =1 — Dy,
the message sent by. Y d

. . and B’s secret bit iss = K.
« Any eavesdropper gets no information about the messageStelo 3. Once all thé OT? sessions are finished should
sent by A. )

) o ) have obtained all bits ob. Then B recoversM by computing
However, we stress that our method is only similamtot iden- 5, _ (. DY) mod p.

tical to symmetric key encryption and decryptiqn in traditional_ The above private communications method is formally de-
cryptography. The reason is that our gommunlcatlon modeld§riped in Algorithm 2.
completely different from that of traditional cryptograpand
so the security model is also different. For example, with ou
method, there is no ciphertext in the traditional sense.cdgen
issues like chosen plaintext attack (which allows an acrgrs
to see the ciphertexts for his chosen plaintexts) and chosefpesides private communications, our Dfrotocol can also
ciphertext attack are not considered for our method. be applied to privacy preserving password verification.ayod
The idea underlying our method of private communicatiorg@ssword verification is still one of the major methods of
is very simple: Imagine that the keys used Ayand B are of USer authentication. For example, in wireless LANs, many
only one single bit, and the message to be sent is also a siﬁ@q@e stations authenticate users using their passworde at t
bit. In this (unrealistic) situationd can easily send the messag&eginning of sessions. However, it is clear that, when users
to B by executing an O with B. In this OT? , B's secret bit Send their passwords through wireless links, there is athiak
is his key, andA’s secret bitb is set to her message, wherdhe passwords may be overheard by an adversary. Furthermore
K is A’s key. It is easy to verify that our requirements liste@n adversary may impersonate a base station or a password
abg\fli(?lz(raszl,l i?lags:leeji.stic scenario, the keys and the messag “|deally, the generation of random numbers in our protocolshnot depend

! g%omputational assumptions. How to achieve this is ouhefstope of this
are much longer. So we need to extend the above ideaptper.

V. APPLICATION II: PRIVACY PRESERVINGPASSWORD
VERIFICATION



Algorithm 2: Private Communications Method password,B only need to verify that the received sequence

Data: p, k, K; M € Z,. satisfies the special property described above.

Result B receivesM. Below are the details of our privacy preserving method for
A password verification.

SelectD from [0, 2F — 1] uniformly at random. Just like in Application I, letp be a well-known prime of

C « (D- M) mod p. length k&, wherek is a parameter. Without loss of generality,
SendC 1o B. suppose that each password is of lengtiwhere! is another

foreach j € [1, k] do

perform OF [bx, = Dj,bi_x, =1 — Dj; s = K] with parameter. LePass be A's password.
B

) Step 1.A sends her user identity t8. Using this identity,B
end finds the corresponding password fitis record. Suppose that
what B finds isPass’.

Step 2. Denote byass; (resp.,Pass!) the ith bit of Pass
(resp.,Pass’). For eachi € [1,] — 1], A picks two random
numberspy ;, 51, € Z, independently and uniformly. Finally,
A computes
protected server to ask users for their passwords. Henc®, it =1
important to consider the privacy protection of passwortisnv Brass,t = (H Bpass,i)+ (mod p),
we use passwords for authentication. =1

In this section, we study privacy preserving password veri
cation, which allows one wireless device to verify the pamsiv (resp.,5:..). For eachi ¢ [1,1] and eachj € [1,k], A and B

from another wireless device without the risk of revealihg t execute an OT, whereA’s two secret bits gy ; ands ..,

\F,)V?]Sesr\]lvg r\?érl:?icé;etﬁ;egise‘cl?\;\’/g\rﬁ gzve the following requwemenand B’s secret bit isPass{; let 3] ; be whatB receives in the

B:
M = (C-D ") mod p

ﬁlnd picksB1 _pass, ¢ € le:uniformly and independently.
Step 3. Denote by5,; ; (resp.,S:1,,) the jth bit of 5o ;

oT? .
o If A’s password matches the corresponding password insltep 4. For each, B puts together thé bits 8/, 8/, ...,
B's record, thenB should accept. 8., to get an integep,. Then, B verifies that
o If A's password does not match the corresponding pass- .
word in B’s record, thenB should reject. Hﬁg =1 (mod p).
« In any caseA learns nothing about the password/its =1
record except whether it matchelss password or not. A formal description of the above privacy preserving method

« In any caseB learns nothing aboutl’s password except for password verification is given in Algorithm 3.
whether it matches the corresponding passwordBia

record or not. VI. IMPLEMENTATION AND EVALUATIONS
« An eavesdropper should not learn anything about eitheryy, completely implement our GTprotocol on two laptops,
A's password or the password #'s record. one with Intel Core2 CPU of 2.33GHz and 2.0 GB memory,

In the above, the fourth requirement guarantees that, évBn ithe other with Intel Pentium M CPU of 2.13GHz and 1001.5
is corrupted by an adversan will not be able to learnd’s  MB memory. Both laptops run the Ubuntu Linux 9.10 operating
password as long aB has not already known it. (Of course, asystem and use Netgear WAG511 802.11abg wireless network
corrupted device3 might launch a probe attack, by repeatedlgards. Both cards use ath5k [20] as drivers and are configured
requestingA to do password authentication. Nevertheless, this operate in the 802.11a frequency band (specifically, the
is easy to prevent ifd is required to stop trying after a few5.745GHz frequency band). The transmission power is set to
number of times.) So the fourth and fifth requirements togiethbe 30dBm for both cards.
give a strong privacy protection fad’s password. Similarly, In order that the two laptops can communicate directly
the third and fifth requirements together give a strong sivawithout any intermediate relays, we configure one laptop in
protection for the password iB’s record. the access point (AP) mode, and configure the other laptop in
To achieve the above objective, our main idea is toAet the station mode. ICMP echo request packets are sent from the
generatel pairs of random numbers and then execute? OBtation to the AP at a constant rate. Once the AP receives the
with B. After these OF , B receives one out of each pair ofpacket, it sends an ICMP echo reply packet back to the station
random numbers. So in totdb, receives a sequencelofandom We create one monitor interface on each of the two laptops,
numbers. Clearly, there are altogetRésuch sequences, fromso that we can use tcpdump [21] to capture the packets. By
which B choose to receive one. Among th@ssequences, only customizing the tcpdump filters, we capture only ICMP echo
one sequence satisfies a special property: The product ofratjuest packets on the AP side and only ICMP echo reply
random numbers in this sequence is congruehf(teith respect packets on the station side. The received signal strendgd$)R
to a prime modulug). B will receive this special sequencein the radiotap header [22] is extracted from each captured
through these Of if and only if A's password matches thepacket. Because the transmission power levels for botts side
password inB’'s record. Therefore, in order to verifyl’s are identical, the extracted RSS is a coarse measurement of



Algorithm 3: Privacy Preserving Password Verification

Data: Pass, Pass’, p, k, .
Result If Pass=Pass’, then B acceptsA’s authentication

A. OT; between Stationary Devices

In the first setting, we place the two laptops at fixed location
Specifically, we place them on two tables in a library, and the

request; otherwis@ rejectsA’s authentication request.  yigrance between them is 15 meters. A number of people are

A: . walking in the library at speeds of 0.5-1m/s, which causes
foreachi € [1,1— 1] do variations in the wireless channel between the AP and the

‘ g'ﬁg Sgﬁ&ﬁﬂgom numberso.i, f1.s € Zp independently  iation This environment is illustrated in Fig. 1.

end
BPassg,[ — (Hi;i BPaSSM)il (HlOd p) One Study Room in aLibrary  goo ghelves
Pick B1_pass,,c € Z, uniformly and independently. "aﬁ Table [ Tae | i 1§
foreach i € [1,1] do e ] [ e ] [ 1
foreach j € [1, k] do Ll b |l
perform OT [Bo,i,;, B1,:,5; Pass{] with B. (Denote the [78- § b g‘&
bit B receives bys3; ;.) . @ @Q 8
end
end e i
\—1 @ ‘ Table ‘ ‘ Table ‘ @
B: |
foreach i € [1,1] do i | Table \@\ Table
| Combinep; i, Bi, ..., Bix to gets; Lantan B

end
if [T'_, 8/ =1 (mod p) then
| acceptA’s authentication request.

2{;‘2 In this setting, we first do an experiment to measure the RSS,

| reject A’s authentication request. which lasts for 300 seconds. During these 300 seconds, each
end laptop sends one probe signal every 100 milliseconds. Fnem t
captured packets, the RSS values are extracted and quhntize
into bit strings. Note that at both laptops we have implereént
mechanisms to deal with packet losses and retransmissions,
so that lost packets are removed from considerations and

Fig. 1. The environment in the first setting.

the amplitude of wireless channel. (Ideally, rather thaimgis ransmitted packets are not repeatedly counted
RSS, our experiments should use raw physical layer complree h ¢ tpd RSS Pe: thy b ' . ;
channel impulse responses. However, in order to perform OSLH’ € extracte sequences in the above experiment are

experiments oroff-the-shelf802.11 network cards, we choos own in Fig. 2. Due to the channel reciprocity, the measured

1015e RSS,Jus ke 1 [, 5] Each f e RSS measuremdis PIoies e mosty consitert, Inconsitencies oast
is quantized into one bit. )

absolute values of signal strengths have no influence on our

As pointed out in [8], [9], large-scale shadow fading camleanT? protocol because we use the adaptive quantization method.
to long sequences of zeros and ones in the extracted bigstrin

We use the adaptive quantization method [9] to mitigate this 0 _
effect. Specifically, we divide all the RSS measurements int A j—
blocks and compute the quantization parameters (by equatio 5

(7)) for each block. We denote the size of each blocknby
which is a configurable parameter.

We measure RSS profiles and the number of probings in three “ W‘WW Ll ‘(( w ‘\‘ H‘U‘m"‘lh‘“l* ot ket i
settings. In the first setting, the two laptops are statipriarthe i “M ‘f W'M“ H”" \N m MJJ“" I
second setting, the station moves at a low speed (1m/s)eln th | ‘H “ ] \‘ ‘
third setting, the station moves at a high speed (2m8m/s).

In all three settings, we measure RSS profiles and minimum o5
numbers of channel probings needed for ar; OThe results 0 500 1000 P:fggs 2000 2500 3000
are presented in Sections VI-A, VI-B and VI-C, respectively

Besides the above experiments on RSS and the minim@is 2. Measured RSS profiles—the stationary setting.
number of channel probings, we have also experimentally

studied the efficiency of our GfTprotocol. The results are given Next, we do a number of experiments to measure the

in Section VI-D. minimum number of channel probings required to achieve a
In addition, we have also implemented the private commauertain error probability. (Here by error probability we ame

nications method based on our Dprotocol. The evaluations the probability that the received bit in an ®Ts not equal to

of this application are presented in Section VI-E. bs.) We repeat our experiment for different error probalaiiti

-70

Measured RSS (dB)

-80 |




between0.01 and 0.0001, and for different combinations of
quantization parametera anda. Fig. 3 shows our results. We
can see that, to achieve an error probabilityl6f 2, we only
need about 150 channel probings when= 50 anda = 0.25.
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Fig. 3. The minimum channel probings to achieve requiredorerr
probabilities—the stationary setting.

B. OT? with Slowly Moving Station
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Measured RSS (dB)
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Probes

Fig. 5. Measured RSS profiles—the second setting.

Next, just like in the first setting, we do a number of
experiments to measure the minimum number of channel
probings required to achieve a certain error probabilite W
repeat our experiment for different error probabilitiesween
0.01 and0.0001, and for different combinations of quantization
parametersn and«. Fig. 6 gives our results. We can see that,
to achieve an error probability dfo—3, we only need about
100 channel probings when = 50 anda = 0.2.

In the second setting, we place the AP on a table, and let
the station move at a speed of 1 m/s. The environment of 50 m=s0-02 —-—
this setting and the moving pattern of the station are shown “0 o —
in Fig. 4. The station moves along the arrowed path cyciicall w0, s

Because the network cards are set to send and receive daé in t
5.745GHz frequency band, we can calculate the approximate

channel coherence time according to the following equation
which ¢ is the speed of light and is the central transmission
frequency.

Exi ® Office Office
Lab | Lab | Office
Office Office
:
Office Office 3
, Office Office
Office Lab @AP
Office Office

54.86m
Fig. 4. The environment in the second setting
A ¢ 3108 m/s

Ton 2= S 30 M8 o) 919 ms.
¢~ T 7 T 5745100 He e
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Fig. 6. The minimum channel probings to achieve requiredrgarobabilities
— the second setting.

C. OT} with High-Speed Moving Station

In the third setting, we do experiment in an empty ground.
We place the AP on a car in the center of the ground, and drive
another car surrounding the AP. The experiment environment
is shown in Fig. 7.

When the relative speed is increased, the channel coherence
time decreases, which makes it hard to keep ICMP echo
request and reply in one coherence time. In order to solge thi

In this setting, we first do an experiment to measure the R§8pblem, we extract both the timestamp and the RSS from each
which lasts for about 160 seconds. During these 160 seconugssage in the form dfimestamp, RSS) pair. For each such
each laptop sends one probe signal every 53 millisecongdair of the AP (denote it bytimestamp;, RSS1)), we find

From the captured packets, the RSS values are extracted

giithestampy, RSS2) from the measurements of the station

quantized into bit strings. The results are given in Fig. ® Wsatisfying|timestamp, —timestamps| < coherencetime and
can see that due to the relative speed of 1 m/s, there are ntoeat (RSS;, RSSy) as the effective channel measurements

major fluctuations of signal strengths than in the first sgtti

from one channel probing. We use the ntpd tool [23] to keep the
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Fig. 9. Measured RSS profiles at the relative speed of 3m/s.

Fig. 7. The environment in the third setting

system time synchronized at the two computers. Furthermore
when the relative speed increases, the small scale muki-pa
fading has more impact on channel variations. In order to
keep the effects of small scale multi-path fading, we use the
quantization parameter of a smaller(m = 2) anda = 0.1.

And after that, we make a permutation to the bitstrings to
increase the probability of “11”s and “00”s at.

We do a number of experiments in which the relative speed
is from 2m/s to 9m/s. At each relative speeddand B measure
RSS values and quantize them. The measured RSS values at
these relative speeds are shown in Figs.1B, respectively.

) . Fig. 10.
From Figs. 8-15, we can see that the channel fluctuations are

more severe when the relative speed is high. However, the RSS
measurements at and B still have high degree of correlation.
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Fig. 8. Measured RSS profiles at the relative speed of 2m/s.

We measure the minimum number of channel probings
at different relative speeds in order to achievg% error
probability. The results are shown in Fig. 16.

From Fig. 16 we can see that there is an increase of the
minimum number of channel probings as the relative speed
is increased. This is caused by two factors. Firstly, when th
relative speed is increased, the number of lost packets also
increases. Secondly, thogémestamp, RSS) pairs that cannot
find a match are discarded from the final channel measurements
When the relative speed is larger, the channel coherenee tim

becomes smaller, which decreases the matching probabiﬁﬁ/ 12.

Fig. 11.
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Measured RSS profiles at the relative speed of 4m/s.
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Measured RSS profiles at the relative speed of 6m/s.



Fig. 13.

Fig. 14.

Fig. 15.

Fig. 16. The minimum channel probings at different relaypeeds between
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Measured RSS profiles at the relative speed of 7m/s.
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Measured RSS profiles at the relative speed of 9m/s.
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of message timestamps. Nevertheless, the performancesof th
protocol becomes better when the speed is increased (see Fig
17), because the time interval between two pairs of channel
probings can be smaller.

D. Efficiency of Of

To test the efficiency of our GT protocol, we measure
the running time at different relative speeds. At each radat
speed, we run the GTprotocol for 100 times and record the
average running time. For thien/s setting, each execution of
the OT? protocol includesl00 channel probings. For the high
speed settings, we use at least the minimum number of channel
probings shown in Fig. 16. The results are shown in Fig. 17.

From Fig. 17 we can see that our ®jprotocol can be com-
pleted within several seconds if one participant movegively
to the other at a normal walking speed. When the relativecspee
is increased, the protocol execution time decreases vecilgu
For example, at a typical city driving speed of 20.1 mph (9m/s
the OT? protocol can be finished within 2.5 seconds.

55

5
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4
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3

Protocol execution time (s)

25
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1 2 3 4 5 6 7 8 9
Relative speed (m/s)

Fig. 17. O'I% protocol execution time at different relative speeds.

E. Evaluations of the Private Communications Method

We also implement the private communications method
described in Section IV and evaluate it experimentally.c8pe
ically, we choosek = 128 and privately transmit a 128-bit
message from the station to the AP. In this experiment, the
random mask is set to have the same length as the message.
We consider the transmission successful if the messageecan b
completely recovered at the AP. At each tested speed, we try
transmitting 50 messages in our experiment and all of them ar
successful.

The efficiency of our private communications method is
illustrated in Fig. 18. From the results we can see that, as th
relative speed is increased, the time for private commtinica
is reduced. For example, if the relative speed is 9m/s, the
total execution time is less than 300 seconds. We admit that
this may not be as fast as private communications based on
traditional cryptography. However, if the transmitted sege
is security critical, then we may want to consider sacrificin
some efficiency in order to prevent possible privacy violati
in the future (when the used cryptosystem is broken).
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700 Kilian [11] shows that any general two-party cryptographic
650 protocol can be built using OT. In [35], [36], [37], this rdisu
600 is extended to multiparty protocols.
2 5% In a theoretical work [12], Crépeau and Kilian propose an
£ 500 OT? protocol based on noisy channels. Crépeau also proposes
S a0 another OF protocol in a follow-up work [38] to increase
& 400 the efficiency. The noisy channels they consider are simple
350 discrete memoryless channels. In contrast, ou# @fotocol
300 is based on wireless channels, which are much more realistic
T S S and complicated, having severe qu_gtuations with .varyingati
Relative speed (ms) and locations. Furthermore, in addition to theoreticallysis,

we have fully implemented our GTprotocols with off-the-shelf

Fig. 18. Execution time of private communications methodifi¢rent relative  802.11 network cards and carried out extensive experiments
speeds. We have demonstrated one application of our @fotocol,
private communications. In fact, there have been a number of
works on private communications using the secrecy capaciti
] ] . _ of the wireless channel, e.g., [17], [39], [40], [41], [4%43],

As we have mentioned, our work is motivated by the previoygnong others. In particular, Vasudevan et al. [40] try teedef
works on key agreement using wireless channel charaan:enstagainst the eavesdroppers by sending artificial noisesetm,th
In [24], [25], it is shown that secure key agreement can kg focus on the scaling laws of secret communications witho
achieved using the correlated information between twoles® computational assumptions. In contrast, our private conimu
devices as long as they share an authenticated channeébefggtions method is more practical in the sense that it does not
hand. In [26], Hershey et al. propose a key agreement prbtog@e to control the received signals at the eavesdroppertied
that extracts secret bits from phase differences of coatiu gther hand, we stress that our private communications rdetho
waves. After that, many other methods [27], [28], [29], [4];s 1o illustrate the application of our GTprotocol. We choose
(51, [6], [7], [8]. [9], [10], [30] are proposed to enhanceps application because it is simple and easy to understand
the security and/or improve the performance. In particulafecause our private communications method is more efficient

Li et al. [4] propose a set of wireless security mechanismg,an the existing works on private communications.
including wireless channel-based authentication, keyaekbn

and key dissemination. In [6], Azimi et al. propose to achiev VIIl. CONCLUSION
key agreement by quantizing the deep fading in mobile radio

channels. The techniques of information reconciliatiord an, ireless network and give two applications of this protoizol

pnéacy atrlnpllcllc?r?on [t31|] age used in their COHStrl:_CtI(?nS. h illustrate its potential broad applications. The main adage
ecently, Mathur et al. [8] propose a very practical methq our OT? protocol is that it does not rely on any computa-

for secret key ext.ractlon from an unauthgntmated W'.rek_eﬁgnal assumption. For security critical applications iiteless
channel. They design a level crossing al_gc_)nthm for a_chgaw networks, such an advantage is of great importance, because
key agreement between the protocol participants. Theihoakt as we have seen in the history, cryptographic tools based on

1S _re_5|stant to spoofing attack._To improve the secret be_raéomputational assumptions may be broken after being used fo
efficiently, Jana et al. [9] design an adaptive and multi-bj ars

quantization method for secret bit extraction. They do mexte Although at this moment, our GTprotocol is still not as

sive experiments under a diversity of enyironments and m% t as the traditional GfTprotocols based on computational
gg;mpa:nsci_ns amgng thgm. In [10](; a E'.gn :cat(::h unc_orrelatg sumptions, it has shown the feasibility of basing wieles
It extraction scheéme IS proposed, which urther 'mprOV%%curity on physical channel characteristics, rather than

the efff|C|en<_:y by udsmg :‘r_al;:_tlon;ll m_terpolatlor_w, d_e-cdntn computational assumptions. Hence, our work can be coresider
transformation and multi-bit adaptive quantization. Aret rucial step towards building wireless security systenas t

X ) c
recent work by Ye et al. [13] presents improvements in boﬁb not rely on computational assumptions.

efficie_ncy and generalit.y of channel state distributions. In terms of security, our O protocol and its applications
While the aforementioned works are on key agreement, %e secure in the semi-honest model, and under the assumptio

WO”.( is on oblivious transfer (OT.)’ or more precisely, OT that there is only a passive eavesdropper besides the pfotoc
OT is a fundamental cryptographic tool that has been useddfsjlrticipants. We leave the consideration of fully malicou

constructions of many complex cryptographic protocolss It odel and/or active man-in-the-middle attack to future kwvor
first proposed by Rabin [32]. Even, Goldreich and Lempel [33

propose Of , an important variant of OT. Crépeau [34] REFERENCES
shows that OY is equivalent to the original version of OT o .
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