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Abstract

Autoregressive Large Language Models (LLM) have achieved groundbreaking success
in many natural language processing (NLP) tasks. In the quest for better performance,
a persistent trend in the development of these models has been the increase in their size
(nodes, layers, and weights), from a few hundred million parameters to a few hundred bil-
lion. While these models have achieved human-level performances, and, in some cases,
outperformed them, they are also plagued with the same issues as humans, including
demonstrating stereotyping behavior and other factors such as racial bias and the use of
language with toxic content. In this paper, we explore the relationship between LLM pa-
rameter size and the stereotyping behavior and toxic language exhibited in the LLM re-
sponse. To elicit these measurable outcomes for stereotype and bias in LLMs, we carefully
designed experiments involving a handcrafted set of prompts to evoke a response to mea-
sure stereotypes along multiple demographics such as religion and ethnicity. For toxicity
analysis, we have utilized the RealToxicityPrompts dataset. We analyze the performance
of several open-source LLMs with parameter sizes ranging from 125 million to 30 billion,
on these prompts. Our results show that the smallest model with 125 million parameters
performs better than the larger models across all metrics. There is a considerable increase
in toxicity and stereotyping in model outputs from 125 million parameters to 1.3 billion
parameters. While there is a trend of increasing toxicity and stereotyping from 1.3 billion
parameters to 30 billion parameters for multiple metrics, the difference is not statistically

significant.

v



Table of Contents

Acknowledgments . . . . . . . . i i ittt et e e e et e e e e e e e iii
AbStract.. . . . . v o i e e e e e e e e e e e e e e e e e iv
Listof Tables . . . . . . . 0 i i i i it i i i i i ittt ettt e s nnnas vii
Listof Figures . . . . . . . . i i ittt it ittt ittt it e viii
1 Introduction . . . .. .. . i i it i it ittt tntnenenoeeneosos 1
2 Literature Review . . . . . . . . v i i i i i i i ittt ittt 6
R D T 1 7 T 9
3.1 Stereotype . . . ... 9
3.2 TOXICILY . . . . o e e 10

4 ExperimentSetup . . . . . . ¢ vt i ittt ittt et e e e 11
4.1 Models. . . . . . e e e 11
42 Prompts . . . . ... e e e 12
421 Toxicity . . . . . .. 12

422 Stereotype . . . . . ... e e 12

4.3 Measurement . . . .. ... e e e e e e 12
43.1 Toxicity . . . . . . .. e 13

432 SEEreotype . . . . v v v e e e e e e e e e e e 13

S Results . ... 0ot i ittt it e e e e e e e e e e e e e 15
5.1 ToXICIty . . . . . e e e e e e 15
5.1.1 Toxicoutputs . . . . . . . ... e e e 15

5.1.2  Toxicity StatistiCs . . . . . . . ... .. 16

5.2 Stereotype . . . . . .. e 18
5.2.1 Across demographics . . . . . ... ... Lo 19

5.2.2 Trend withmodelsize . ... .................... 23

6 Conclusion . . ... ... ittt it ittt 27
7 Future Work . . . . . . . 0 i i i i it it e e e e e e 28



Bibliography

vi



List of Tables

5.1 Model size and the number of toxic outputs for GPT-Neo . . . .. ... ..
5.2 Model size and the number of toxic outputs for OPT . . . . . . .. ... ..
5.3 Toxicity statistics for GPT-Neo . . . . . . ... .. ... ... .......
5.4 Toxicity statisticsOPT . . . . . ... ... ... .. ... .........
5.5 Count of outputs having maximum toxicity across all models for GPT-Neo .
5.6  Count of outputs having maximum toxicity across all models for OPT

5.7 Count of outputs with toxicity greater than the prompt for GPT-Neo

5.8 Count of outputs with toxicity greater than the prompt for OPT . . . . . . .

5.9 Results for Mann-Whitney U test comparing the distribution of terrorism-
associated outputs for Italians and Arabs for each GPT-Neo model . . . . .

5.10 Results for Mann-Whitney U test comparing the distribution of terrorism-
associated outputs for Italians and Arabs for each OPT model . . . . . . . .

5.11 Results for Mann-Whitney U test comparing the distribution of terrorism-
associated outputs for Christians and Muslims for each GPT-Neo model

5.12 Results for Mann-Whitney U test comparing the distribution of terrorism-
associated outputs for Christians and Muslims for each OPT model . . . . .

Vil

17

17

18



List of Figures

1.1

1.2

5.1

5.2

53

54

55

5.6

5.7

5.8

59

5.10

We evaluate each instance of the prompt output, categorize the category of
crime and classify whether it follows an existing stereotype ornot . . . . .

Pipeline for toxicity evaluation. Any output with a toxicity score > 0.5 is

considered toxic, while output with toxicity higher than that of the prompt
is considered to amplify toxicity . . . . . . .. ... ... L L.

Count of outputs associating each ethnicity with terrorism for 2000 outputs
per GPT-Neomodel . . . . . . . . ... .. ... ... ... ... ...

Count of outputs associating each ethnicity with terrorism for 2000 outputs
perOPTmodel . . . ... .. ... ... ... .

Count of outputs associating each religion with terrorism for 500 outputs
per GPT-Neomodel . . . . . . . .. .. ... ... ... ... ... ...,

Count of outputs associating each religion with terrorism for 500 outputs
per OPTmodel . ... ... ... ... . ... ... .. .. .. .. ...

Count of terrorism-associated outputs per name per GPT-Neo model size . .
Count of terrorism-associated outputs per name per OPT model size

Result of Mann-Whitney U test comparing the distribution of terrorism-
associated outputs across GPT-Neo models for Arabs . . . . . .. ... ..

Result of Mann-Whitney U test comparing the distribution of terrorism-
associated outputs across OPT models for Arabs . . . . . . ... ... ...

Result of Mann-Whitney U test comparing the distribution of terrorism-
associated outputs across OPT models for Muslims . . . . ... ... ...

Result of Mann-Whitney U test comparing the distribution of terrorism-
associated outputs across GPT-Neo models for Muslims . . . . . . ... ..

viil



Chapter 1

Introduction

Introduction of the Transformer [Vaswani et al., 2017] architecture changed the landscape
of NLP. BERT [Devlin et al., 2019] by Google, based on the transformer architecture,
can be considered the first LLM with its base model containing 110 million parameters
and trained on a corpus containing 3300 million words from Wikipedia and Book corpus.
Facebook AI’s RoBERTa [Liu et al., 2019] model which contained an additional 15 mil-
lion parameters, compared to BERT, in its base model and was trained on the same data as
BERT with a few additions. The improved performance of ROBERTa was an indication that
increasing the model’s parameter size and training data was an effective way of increasing
model performance. The next step in LLM development was the Generative Pre-Trained
Transformer (GPT) model [Radford and Narasimhan, 2018] released by Open Al, an au-
toregressive model based on the Transformer decoder architecture. The GPT model was
followed by its larger successors, GPT-2 [Radford et al., 2019] and GPT-3 [Brown et al.,
2020]. With minimal changes in their architecture, the largest differentiator in these models
was their parameter size. GPT-2 increased the parameter size from 117 million in GPT to
1.5 billion. GPT-3 continued this with a maximum parameter size of 175 billion. While the
increased parameter size provided significantly improved performance over their predeces-

sors, toxicity and stereotypical association in their output still persists. In this paper, we



explore the relationship between a model’s parameter size and its toxic and stereotyping
behavior. To realize this, we will evaluate the GPT-Neo and OPT series of LLMs, vary-
ing in parameter sizes from 125 million to 30 billion. We employ RealToxicityPrompts
[Gehman et al., 2020] and Perspective API to evaluate the models in question for toxicity in
their outputs. For the purpose of stereotype analysis, we have created a prompt that builds
up and improves upon previous efforts [Nadeem et al., 2021, Nangia et al., 2020].

Studying bias and toxicity in LLMs is becoming increasingly important with their large-
scale adaption by society. Services like ChatGPT and Google’s BARD are assisting con-
sumers with their routine tasks such as content generation and language translation. These
models trained on large quantities of data from the internet are also being used as means
of finding information and educational tools. Toxic generations from these models have
direct and indirect harmful effects. Toxic outputs in Educational tools, Al assistants, and
search engines can implant and encourage negative beliefs in users, especially those suf-
fering from mental health issues. These models can also be used to generate toxic content
targeting certain groups and spreading offensive discourse in communities. Stereotypical
associations can cause a model to generate factually incorrect outputs, targeting specific
social groups. Content generated from such models, to be used for social media posts and
other forms of mass media, can lead to reinforcement and continual perpetuation of exist-
ing stereotypes. Such phenomena can lead to negative effects on the target groups, such
as Attributional ambiguity [Snyder, 1979], Stereotype threat [CM, 1997], Discrimination,
and Prejudice.

Evaluation of stereotypes in NLP models has also kept pace with the changes in their
architecture. Bolukbasi et al. [2016] demonstrated that vector representations of words
used in language models exhibited gender stereotypes. StereoSet [Nadeem et al., 2021]
and CrowS-Pairs [Nangia et al., 2020] have served as benchmarks to evaluate bias in
the newer LLMs, although their approach is better suited to Masked Language Model-

ing (MLM) [Devlin et al., 2019, Liu et al., 2019] rather than autoregressive models [Rad-
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Figure 1.1: We evaluate each instance of the prompt output, categorize the category of
crime and classify whether it follows an existing stereotype or not

ford and Narasimhan, 2018, Radford et al., 2019, Brown et al., 2020]. At the same time
Blodgett et al. [2020] and Blodgett et al. [2021] have highlighted the deficiencies in such
benchmarks. According to their study, these benchmarks do not have sufficient grounding
in literature outside of NLP. The prompt creation for StereoSet and CrowS-Pairs relies on
crowd-sourcing, often containing non-pertinent stereotypes, logical fallacies, and confu-
sion in the categorization of demographics, such as conflating race and nationality. There
is also a lack of understanding of the harmful effects of stereotypes on the recipient groups.
In this work, we take into account the critiques of Blodgett et al. [2020] and Blodgett et al.
[2021]. Our prompt contains stereotype from peer-reviewed research in the field of Psy-
chology and Politics. The prompt is designed to be used with autoregressive models as well
as those trained with MLM. We abide by the standard definition of demographic categories.

Wallace et al. [2019] demonstrated that NLP models can be triggered to produce a
specific result by concatenating a set of tokens to their input. These tokens are input ag-
nostic and could produce toxic output. Research in toxicity in language models has been
greatly aided by Google’s Perspective API. Perspective API provides a score indicating

how likely it is that someone would perceive a given sentence in a negative manner, identi-
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Figure 1.2: Pipeline for toxicity evaluation. Any output with a toxicity score > 0.5 is
considered toxic, while output with toxicity higher than that of the prompt is considered to
amplify toxicity
fying attributes such as toxicity, severe toxicity, profanity, insult, threat, and identity attack.
Gehman et al. [2020] utilized Perspective API to create RealToxicityPrompts, a dataset of
100K English language prompts to evaluate toxic generations in LLMs. Their work shows
that seemingly innocuous prompts can lead to toxic generations.

With the trend of increasing parameter size in LLMs, it is important to explore the
relationship between parameter size and stereotypical associations and toxicity. There is
also a need for a dataset of prompts that can adequately capture a model’s stereotyping

tendencies. With this paper, we aim to contribute with the following:

* Create a prompt better suited for autoregressive models and grounded in literature

outside of NLP
* Highlight the continual perpetuation of toxicity and existing stereotypes in LLMs

* Investigate the relationship of parameter size with toxicity and stereotyping behavior

We explore this relationship by evaluating the GPT-Neo and OPT series with parameter

sizes from 125 million to 30 billion. We utilize the RealToxicityPrompts dataset and the
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Perspective API to measure the toxicity of the outputs. For stereotyping measurements,
in order to avoid the pitfalls of previous studies, we create a prompt using meticulously
selected stereotypes to trigger biased generations. The generations from these prompts are
analyzed for the presence of said stereotype and quantified to provide a statistical relation-

ship across models.



Chapter 2

Literature Review

Bias in NLP has been studied since before the advent of transformer models. Bolukbasi
et al. [2016] show gender stereotypes in Word2Vec [Mikolov et al., 2013] geometrically
by the use of direction in word embeddings. A complementary study was performed by
Caliskan et al. [2017] on GloVe embeddings making use of cosine distance between the
embedding vectors in a way analogous to Implicit Association Test Greenwald et al. [1998],
terming it Word Embedding Association test (WEAT). May et al. [2019] applied WEAT to
evaluate sentence-level embeddings, although they did not arrive at any conclusive pattern
in their analysis. Kurita et al. [2019] provided an alternative to cosine similarity for pre-
trained models trained using MLM by utilizing the probability of predicting an attribute
given a target in a sentence where the attribute is masked. Their observations were similar
to those of Caliskan et al. [2017]. These methods have been further extended by StereoSet
and CrowS-Pairs. CrowS-pairs modifies the demographic identifiers in a sentence, present-
ing it to a language model in the form of an MLM task. They estimate the probability of
the unmodified tokens given the modified tokens using pseudo-log-likelihood MLM scor-
ing [Salazar et al., 2020]. In contrast, StereoSet compares the probability of demographic
identifiers given context. StereoSet has expanded the exercise by including inter-sentence

examples in addition to intra-sentence. Parrish et al. [2022] uses a context and Q&A tech-



nique to measure stereotypical associations in a system, with the context containing the
demographic information and, in some cases, additional information pertaining to the con-
text. The answer to a question decides whether a model relies on a known stereotype to
come to a conclusion and the frequency of such answers determines a model’s performance.
Shaikh et al. [2023] evaluated a model’s performance on stereotypes in a zero-shot Chain
of Thought setting. Cheng et al. [2023] used LLMs to generate personas for various demo-
graphics and compared the unique attributes a model assigns to the persona of each demo-
graphic. There have also been more focused studies that measure bias along a singular axis
such as Gender [de Vassimon Manela et al., 2021] or Nationality [Narayanan Venkit et al.,
2023]. Vashishtha et al. [2023] expanded the study of gender bias to multilingual models
using the DisCo [Webster et al., 2020] metric for Indian languages. Palta and Rudinger
[2023] focused on food-related customs to evaluate CommonsenseQA systems for cultural
biases. The increasing amount of research evaluating bias in NLP prompted work studying
the limitations in the field [Blodgett et al., 2020, 2021, Goldfarb-Tarrant et al., 2023]. In
this paper, we will look into some of these limitations and attempt to improve upon them
by designing new prompts more suitable for autoregressive models and grounded in the
relevant literature.

Another method of bias measurement employed is by assessing a model’s performance
in downstream tasks. Pretrained models are fine-tuned on tasks such as coreference reso-
lution [Rudinger et al., 2018, Dinan et al., 2020, Webster et al., 2018, Zhao et al., 2018],
sentiment analysis [Kiritchenko and Mohammad, 2018], and relation extraction [Gaut et al.,
2020]. Although, in such instances, it becomes difficult to separate the bias of pre-trained
representations from the bias of the fine-tuning data.

While there has been a plethora of work uncovering bias in language models, research
attempts to understand the generation of toxicity in these models have been insufficient.
A vast majority of work in this space has been occupied by models for detecting negative

sentiments in a text by way of classification, with very few focusing on autoregressive



models. Wallace et al. [2019] were able to create universal adversarial triggers, which
when appended to the input, could produce toxic output. Gehman et al. [2020] created
a dataset of 100K prompts for evaluating language models. They found that pre-trained
language models can generate toxic text from toxic and non-toxic prompts. We will be
making use of these prompts to study a possible relationship between a model’s toxic output
and parameter size. Ousidhoum et al. [2021] studied the likelihood of toxicity in pre-
trained language models towards specific social groups. Si et al. [2022] examined the set
of English language uni-grams, bi-grams, and tri-grams that could trigger toxic responses
in open-domain chatbots. Deshpande et al. [2023] utilize personas by instructing a model

to assume a certain persona for the conversation and study the effect on toxicity in output.



Chapter 3

Dataset

In this chapter, we describe the process of selection and creation of the prompts used in
our experiments. We look at the previous approaches, study their limitations, and improve

upon them.

3.1 Stereotype

Amazon Mechanical Turk is a popular resource for dataset creation. Stereoset and CrowS-
pairs have utilized Amazon Mechanical Turk for dataset creation, while Parrish et al. [2022]
used Amazon Mechanical Turk for validation purposes. Jha et al. [2023] presented an
LLM-based approach for generating a dataset for evaluating stereotyping behavior. Blod-
gett et al. [2020] and Blodgett et al. [2021] performed a survey of numerous works studying
bias in NLP and highlighted areas of improvement. Blodgett et al. [2020] in their survey
found that many of the works had no grounding in literature outside NLP. Blodgett et al.
[2021] constructed an inventory of pitfalls in NLP fairness benchmarks, emphasizing the
misuse of stereotypes as a bias detection benchmark. In their work, Blodgett et al. [2021]
show that when using stereotypes as a bias benchmark, authors often include non-pertinent
stereotypes, anti-stereotypes that may not exist, logical failures, in-commensurable groups

or attributes, and mislabel race/ethnicity with nationality.



Keeping these in mind, we have created a prompt that explores stereotypical associa-
tions in the LLM generation. Our stereotypes are obtained from peer-reviewed journals.
The prompts are designed to be minimal. They contain pertinent demographic information
and set the context. Our prompt supplies demographic information to the models by us-
ing either the name of the demographic or names most common in that demographic. The
context is set in various ways depending upon the stereotype in question e.g., for criminal
stereotypes ending the sentence with “arrested for” or “found guilty of”” directs the model to
follow up the prompt by generating a crime, similarly a prompt ending with “works as” or
“works at” can trigger the model to generate an occupation or place of work in response to
the prompt. In this paper, we have created a prompt focusing on the stereotype associating

Arabs and Muslims with terrorism [Saleem, 2013, John Sides, 2013].

3.2 Toxicity

LLMs can be compelled to generate toxic responses in a variety of ways. Wallace et al.
[2019] identified a set of tokens, which when concatenated to any input, can trigger toxic
generation. Si et al. [2022] uses GPT-2 to generate non-toxic queries that make chatbots
respond in a toxic manner. They evaluated chatbots using text from Reddit and 4chan posts
to identify bigrams and trigrams that trigger such behavior in chatbots. In this paper, we use
RealToxicityPrompts to evaluate a model for toxicity. RealToxicityPrompts contains sen-
tences selected from Open WebText Corpus [Gokaslan and Cohen] as prompts, containing
100K prompts with 25K from each of the toxicity ranges [(0,0.25), (0.25,0.5), (0.5,0.75),

(0.75,1)], as measured by Perspective APL.
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Chapter 4

Experiment Setup

In this chapter, we discuss the finer details of our experiment. We define the models to be
used in our experiments and their characteristics, the prompts for evaluating these models,

and the process of quantifying model performance on these prompts.

4.1 Models

We perform our evaluation using the open-source variants of GPT-3, Eleuther AI's GPT-
Neo, GPT-j, and GPT-Neox, and Meta AI’s OPT. The GPT-Neo series of models have
parameter sizes of 125 million and 1.3 billion, the GPT-j model has 6 billion parameters,
and the GPT-Neox model has 20 billion parameters. For the OPT series, we have selected
models with parameter sizes 125 million, 1.3 billion, 6.7 billion, and 30 billion. These
models are based on the transformer decoder architecture and are autoregressive in nature.
We use out-of-the-box models that have not been instruction tuned for any particular task.
They use the Byte Pair Encoding (BPE) [Gage, 1994] tokenizer, the same as GPT-2. The
model takes the tokenized text as input and predicts a single token in one iteration, with
the ability to set the minimum and maximum number of tokens to be generated. Being
autoregressive in nature, the context window for the new token is limited to the preceding

tokens, unlike MLM. We use a non-greedy decoding strategy for our generations. This
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ensures a different output for the same prompt over multiple iterations.

4.2 Prompts

Below we describe the prompts used for our experiments. We look at the source of our

prompts and their properties.

4.2.1 Toxicity

For toxicity evaluation, we use the RealToxicityPrompts dataset. We randomly sample
1000 prompts for our experiment. In order to maintain a similar proportion of toxicity in
our prompts as compared to the original dataset, we attempt to uniformly distribute the

prompts across the four toxicity score ranges [(0,0.25), (0.25,0.5), (0.5,0.75), (0.75,1)].

4.2.2 Stereotype

For stereotype evaluation, we have chosen the prompts ”’[Name] has been arrested for ”
and ”[Demographic] are often arrested for . We evaluate the model on the ethnic and
religious stereotypes of Arabs and Muslims being associated with terrorism [Saleem, 2013,
John Sides, 2013]. The demographic information is supplied to the model in the form of the
name of the demographic or names most common in that demographic. We have chosen
ten of the most popular Arab names for our experiment. To establish that bias exists in
a system that stereotypes Arabs and Muslims as terrorists, we compare the results for the

same prompt but for Italians (compared to Arabs) and Christians (compared to Muslims).

4.3 Measurement

In this section, we discuss the methods of quantifying toxicity and stereotyping in LLM

outputs. We look into the metric used to measure the toxicity of outputs and the statistical

12



test to establish stereotyping.

4.3.1 Toxicity

We use Google’s Perspective API service for toxicity measurement. The API service em-
ploys a CNN trained on a proprietary corpus of comments from Wikipedia, the New York
Times, and other news sites with an AUC of 0.97. The score returned by the API for any
input indicates how likely it is that a reader would perceive the input text as toxic. We can
consider any text with a toxicity score >0.5 as toxic. In addition to evaluating whether
the output from a model is toxic or not, we also measure the difference in the toxicity of
the prompt and the toxicity of the mode output. This helps us determine whether a model
amplifies the toxicity present in the prompt. We use the same set of 1000 prompts across

the different-sized models and compare their scores to detect a trend with parameter size.

4.3.2 Stereotype

For each name, we generate 200 outputs per model per name with a batch size of 20. On
the other hand, for the demographic-based prompt, we generate 500 outputs per model
with a batch size of 50. For a singular generation, we classify whether the output contains
the target stereotypical association. We then calculate the ratio of the number of outputs
classified under terrorism per model. If the ratio of terrorism accusations for one demo-
graphic is significantly higher, we can conclude that the model stereotypes that particular
demographic as terrorists. Next, we compare the ratio across models for the same demo-
graphic. This helps us detect a possible trend of stereotyping behavior with model size.
To test for statistical significance in the difference of terrorism accusations, we utilize the
‘Mann-Whitney U’ test [Mann and Whitney, 1947], which is a non-parametric alternative
to the t-test, used for cases where the sample does not follow a Gaussian distribution. The
Null hypothesis for ‘Mann-Whitney U’ test is that for randomly selected values X and Y

from two populations, the probability of X being greater than Y is equal to the probability

13



of Y being greater than X. For both, different demographics and different models, we test
against the Null hypothesis with a significance level of 0.01. We divide the total number
of outputs into ten batches and for each batch calculate the number of terrorism-associated
outputs to generate ten samples. We calculate the U — value for our samples and compare
it with the critical value to check the Null hypothesis. In each case, the target demographic
is considered to have a higher probability of terrorism accusation for the Mann-Whitney U

test.
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Chapter 5

Results

In this chapter, we explore the outcome of our experiments. We evaluate the impact of

model size on toxicity and stereotyping in the outputs of our models.

5.1 Toxicity

We measure the toxicity of 1000 prompts and their respective outputs using Google’s Per-

spective APL.

5.1.1 Toxic outputs

Model size Outputs
125M 45
1.3B 75
6B 85
20B 80

Table 5.1: Model size and the number of toxic outputs for GPT-Neo
An output with a toxicity score greater than or equal to 0.5 is classified as a toxic

output. Tables 5.1 and 5.2 give the number of toxic outputs per model size. As we can
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infer from Tables 5.1 and 5.2, the number of toxic outputs is higher for the OPT series as
compared to GPT-Neo. The number of toxic outputs also increases with model size, from
125 million parameters to 6 billion parameters for GPT-Neo and 6.7 billion parameters for

OPT, followed by a slight decrease for the largest models.

Model size Outputs
125M 94
1.3B 107
6.7B 125
30B 107

Table 5.2: Model size and the number of toxic outputs for OPT

5.1.2 Toxicity statistics

From the generated outputs we also calculate the mean, the median, and the three quartiles

of our outputs.

Outputs Mean | Median| QI Q3

Prompts 0.463 | 0377 | 0.240 | 0.695

125M 0.137 | 0.055 | 0.025 | 0.177

1.3B 0.169 | 0.098 | 0.028 | 0.254

6B 0.170 | 0.085 | 0.030 | 0.259

20B 0.177 | 0.097 | 0.035 | 0.254

Table 5.3: Toxicity statistics for GPT-Neo
As seen in Tables 5.3 and 5.4, the mean toxicity of prompts is higher than that of any
model. The largest model has the highest mean toxicity for the GPT-Neo series whereas
for OPT the highest mean toxicity is achieved by the 6.7 billion parameters model. For
GPT-Neo, the model with 1.3 billion parameters has the highest median toxicity, and for

OPT, the 6.7 billion parameters model has the highest median toxicity.
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Outputs Mean | Median| QI Q3

Prompts 0.463 | 0.377 | 0.240 | 0.695

125M 0.179 | 0.083 | 0.028 | 0.256

1.3B 0.191 | 0.093 | 0.031 | 0.290

6.7B 0.202 | 0.112 | 0.032 | 0.304

30B 0.197 | 0.111 | 0.034 | 0.285

Table 5.4: Toxicity statistics OPT
Tables 5.5 and 5.6 give us the number of instances when a particular model has the
highest toxicity output for the given prompt. As is evident, for GPT-Neo, the largest model
is the most likely to give a toxic output compared to the smaller models but for OPT, the

6.7 billion parameters model has the highest number.

Model size Outputs
125M 198
1.3B 253
6B 260
20B 289

Table 5.5: Count of outputs having maximum toxicity across all models for GPT-Neo

Model size Outputs
125M 222
1.3B 249
6.7B 270
30B 259

Table 5.6: Count of outputs having maximum toxicity across all models for OPT

We have also calculated the number of instances where the toxicity of the model output

17



is higher than the toxicity of the prompt. Tables 5.7 and 5.8 shows a clear trend that
with increasing parameter size the probability of toxicity amplification by the model also
increases for GPT-Neo. For OPT, the trend is similar, with the largest model achieving the

highest number but with a drop from 1.3 billion parameters to 6.7 billion parameters.

Model size Outputs
125M 95
1.3B 105
6B 130
20B 142

Table 5.7: Count of outputs with toxicity greater than the prompt for GPT-Neo

Model size Outputs
125M 129
1.3B 156
6.7B 147
30B 157

Table 5.8: Count of outputs with toxicity greater than the prompt for OPT

5.2 Stereotype

Analysis for the stereotype prompt is two-fold, we first check for the existence of the stereo-
type associating a demographic with terrorists, by comparing two demographics with the
same prompt and model. Once established that the model stereotypes a given demographic
as terrorists, we compare the outputs for the stereotyped demographics across models with

different parameter sizes.
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5.2.1 Across demographics

Number of terrorism associated outputs w.r.t model size

200 M talians W Arabs
175
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Number of outputs
.
o
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125 1300 6000 20000
Number of Parameters

Figure 5.1: Count of outputs associating each ethnicity with terrorism for 2000 outputs per
GPT-Neo model

Figures 5.1 and 5.2 show the number of outputs, for GPT-Neo and OPT series
respectively, with terrorism associations for a given demographic across models with
different parameter sizes. These numbers are combined for all ten names used per
demographic, with 200 outputs generated per name. We can see that for every model

size, Arabs have a higher number of outputs associated with terrorism compared to Italians.

Figures 5.3 and 5.4 show the number of outputs, for GPT-Neo and OPT series
respectively, with terrorism associations for a given demographic across models with
different parameter sizes. These numbers are combined for all 500 outputs generated. We
can see that for every model size, Muslims have a higher number of outputs associated

with terrorism compared to Christians.

19



Number of outputs with terrorism associations w.r.t. model size
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Figure 5.2: Count of outputs associating each ethnicity with terrorism for 2000 outputs per
OPT model
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Figure 5.3: Count of outputs associating each religion with terrorism for 500 outputs per
GPT-Neo model
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Number of terrorism associations w.r.t model size
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Model size U-value
125 41
1300 5
6000 4
20000 5.5

Table 5.9: Results for Mann-Whitney U test comparing the distribution of terrorism-
associated outputs for Italians and Arabs for each GPT-Neo model

Model size U-value
125 9
1300 10
6700 5
30000 7.5

Table 5.10: Results for Mann-Whitney U test comparing the distribution of terrorism-

associated outputs for Italians and Arabs for each OPT model

To verify the statistical significance of our findings we employ the Mann-Whitney U




test. For the Mann-Whitney U test, we compare the distribution of terrorism associations
across names for both demographics for a given model size. With ten names per demo-
graphic (n=10) and o = 0.01, the critical value of U is 16. A U-value < 16 will reject
the Null hypothesis for the Mann-Whitney U test. Combing the data presented in Figures
5.1 and 5.2, and Tables 5.9 and 5.10, we can infer that while the number of terrorism
associations for Arabs is higher than those for Italians in the outputs of the 125 million
parameter model, the difference is not statistically significant for the GPT-Neo. Whereas
for the larger models, we get a U-value less than the critical value, indicating a statistically

significant bias against Arabs in their outputs.

Model size U-value
125 20
1300 5
6000 0.5
20000 5

Table 5.11: Results for Mann-Whitney U test comparing the distribution of terrorism-
associated outputs for Christians and Muslims for each GPT-Neo model

Model size U-value
125 3
1300 0
6700 0
30000 0

Table 5.12: Results for Mann-Whitney U test comparing the distribution of terrorism-
associated outputs for Christians and Muslims for each OPT model

Tables 5.11 and 5.12 show the results of the "Mann-Whitney U’ test for Christians and
Muslims. As can be observed, only for the GPT-Neo 125 million parameters models, the

U value is greater than 16, indicating a non-significant statistical difference between their
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outputs with respect to terrorism associations. For every other model, the U value of less

than 16 confirms that the models stereotype Muslims as terrorists.

5.2.2 Trend with model size

Terrorism associated outputs across names and model sizes
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Figure 5.5: Count of terrorism-associated outputs per name per GPT-Neo model size

To check for a trend of stereotyping behavior with model size, we compare the outputs
for each name across our models. Figures 5.5 and 5.6 show that the smallest model (125
million parameters) has a consistently low number of outputs associated with terrorism
for all names. For GPT-Neo, the 20 billion parameter model has the highest number of
terrorism-associated outputs for four out of ten names, followed by the 1.3 billion param-
eters model for three names, the 6 billion parameters model for two names, and one name
with multiple models having the tied highest number. For OPT, the 6.7 billion parameter
model has the highest number of terrorism-associated outputs for six out of ten names, fol-
lowed by the 1.3 billion parameters model for two names, the 30 billion parameters model
for one name, and one name with multiple models having the tied highest number.

To conduct the Mann-Whitney U test, we subsample the outputs down to 10 samples at

intervals of 20 outputs per name and 50 outputs per religion.
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Terrorism associated outputs across names and model sizes
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Figure 5.6: Count of terrorism-associated outputs per name per OPT model size
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Figure 5.7: Result of Mann-Whitney U test comparing the distribution of terrorism-
associated outputs across GPT-Neo models for Arabs
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Figures 5.7, 5.8, 5.9, and 5.10 give us the results of the Mann-Whitney U test for differ-
ent model sizes. As is evident, there is a statistically significant difference in the outputs of
the 125 million parameters model and the rest in the GPT-Neo and OPT models for Arabs

but only in the GPT-Neo series for Muslims.
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Figure 5.8: Result of Mann-Whitney U test comparing the distribution of terrorism-
associated outputs across OPT models for Arabs

When comparing the larger models (1.3 billion parameters and greater), only the OPT
model for Arabs shows any statistically significant difference, which is for the 1.3 billion
parameters model compared to the 6.7 billion parameters model and the 6.7 billion param-
eters model compared to the 30 billion parameters model, and in both cases, the 6.7 billion
parameters model has the higher probability of generating an output associated with terror-

ism for Arab names.
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Chapter 6

Conclusion

We set out to achieve three goals in this work. We designed a prompt that is better suited
for evaluating stereotyping behavior in autoregressive LL.Ms, highlighted the existing is-
sues of toxicity and stereotyping behavior in LLMs, and evaluated the impact of model size
on toxicity and stereotyping behavior using models with parameter sizes ranging from 125
million to 30 billion parameters. Results of our toxicity analysis indicate that LLMs have
improved with respect to dealing with toxic prompts. Larger models had higher mean toxi-
city compared to the smaller models, although the relationship between toxicity and model
size is not linear. For stereotyping behavior, we evaluated the models for the stereotype
associating Arabs and Muslims with terrorism. Our results show that the smallest model
of 125 million parameters generates significantly fewer stereotypical outputs against Arabs
and Muslims, compared to the larger models. While there is a steep increase in stereotyp-
ing from 125 million to 1.3 billion parameters, this behavior begins to plateau after that.
We hope that this work will encourage a broader evaluation of toxicity and stereotyping

in LLMs and provide a push toward more socially responsible development.
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Chapter 7

Future Work

We have limited our research to out-of-the-box models without any instruction tuning and
other strategies often employed to mitigate toxicity and stereotyping. The test for stereo-
typing is performed using one prompt per demographic, focusing on a single stereotype.
We understand the need to involve the wider academic community to expand the set of
stereotypes for which the models can be evaluated. While the largest model considered for
this work contained 30 billion parameters, industry-standard models have an excess of 500
billion parameters. To conduct experiments on such models will require efforts from the
open-source community to develop alternatives to closed-source models and the hardware

infrastructure capable of inference on these models.
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