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Chapter 1

Abstract

Voice chat moderation in online multiplayer games presents a unique chal-

lenge due to the dynamic, unstructured nature of spoken communication.

Unlike text, voice is ephemeral, harder to log, and significantly more resource-

intensive to process. As platforms like Roblox adopt voice chat to enhance

interactivity, ensuring a safe environment for younger players has become

critical. Existing moderation systems either rely heavily on keyword filtering

or simplistic models, often failing to detect nuanced toxic behavior, leading

to both false positives and negatives.

This project addresses these limitations by leveraging Multimodal Large

Language Models (MLLMs), specifically the GPT-4o audio model, to develop

a robust, real-time voice moderation pipeline. Using benchmark datasets

like DeToxy [5] and MuTox [3], we evaluated the performance of traditional,

commercial, and open-source models across precision, recall, and F1-score.

Results showed that existing systems, including Roblox’s in-game moderation

and AWS Transcribe, underperformed in balancing accuracy with recall.

We introduce a novel architecture combining Few-Shot and Chain-of-

Thought (CoT) prompting techniques, allowing the model to reason through

toxicity with high interpretability. The architecture includes category-specific

definitions, examples, and tone analysis to improve multilabel classification.

Preliminary experiments show significant improvements, achieving an F1-
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score of 0.75 with GPT-4o + CoT prompting, outperforming all baselines.

This approach demonstrates promise in building safer, AI-powered modera-

tion tools for real-time voice communication.
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Chapter 2

Introduction

Multiplayer cooperative and competitive games have emerged as a domi-

nant genre in the gaming industry, attracting millions of players worldwide.

Due to their high degree of interactivity, where players can engage with one

another in real-time, these games are particularly popular among younger

audiences. Platforms like Roblox, which provide immersive and customiz-

able gaming experiences, have taken player communication to the next level

by incorporating voice chat features.

Figure 2.1: Roblox In-Game Voice Chat Moderation System

However, the introduction of voice chat brings significant safety concerns.
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Unlike text, which can be quickly monitored and filtered based on specific

words, voice chat is far less structured and difficult to control. Voice moder-

ation requires advanced real-time analysis tools and poses new complexities

for platform administrators and content supervisors.

This project aims to address these challenges by proposing innovative techno-

logical solutions that leverage multimodal large language models (MLLMs)

to help platforms effectively moderate voice chat, ensuring safe and inclusive

environments for all users, especially vulnerable younger audiences. [14]
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Chapter 3

Motivation, Goal, and

Challenges

Motivation

Voice chat presents unique challenges for moderation compared to text chat,

primarily due to its ephemeral and dynamic nature. While conducting our re-

search, we came across some major challenges that children and parents face

on gaming platforms. These challenges motivated us to further investigate

and develop an approach to address the problem. [17, 11]

Goal

The goal of this project is to rapidly monitor toxic voice chat on online

gaming platforms in real time, thereby increasing the safety of children and

curbing the spread of toxic behavior on these platforms. [7]
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Challenges

Challenge 1. Voice chat moderation, unlike text moderation, cannot be

quickly filtered based on words alone. While text can be easily logged and

reviewed, voice chat is typically not recorded, making it harder to locate and

remove problematic content. Additionally, processing audio data requires

more computational resources than text, making real-time moderation more

complex and expensive.

Challenge 2. Existing systems struggle to accurately distinguish toxic from

non-toxic speech, resulting in inaccurate predictions. This occurs due to sev-

eral factors, including bias in training data, the subjective nature of toxicity,

and the difficulty in capturing nuanced context and intent. These models are

also vulnerable to evasion tactics, such as the use of slang or speech variations

to bypass filters.
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Chapter 4

Benchmark Datasets

Detoxy Dataset

The DeToxy is the first publicly available toxicity-annotated dataset for the

English language. It is released by TEGAnalytics, Cisco, IIT Delhi, and IIT

Madras. DeToxy is sourced from various openly available speech databases

and consists of over 2 million utterances. It is claimed by the authors of the

dataset that this would act as a benchmark for the relatively new and un-

explored Spoken Language Processing task of detecting toxicity from spoken

utterances and boost further research in this space.

Ground Truth

Finally, strong unimodal baselines are provided for this dataset and compared

with traditional two-step and E2E approaches. Text-based approaches are

largely dependent on gold human-annotated transcripts for their performance

and also suffer from keyword bias. However, the presence of speech files in the

DeToxy dataset helps make the annotation unbiased and produces cleaner

data.
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MuTox Dataset

The MuTox dataset was released by FAIR and Meta. It is the first highly

multilingual audio-based dataset with toxicity labels that covers 14 different

linguistic families. The dataset comprises 20,000 audio utterances for English

and Spanish and 4,000 for the other 28 languages.

Ground Truth

To demonstrate the quality of this dataset, the MuTox audio-based toxicity

classifier is trained, allowing zero-shot toxicity detection in a wide range of

languages. This classifier performs on par with existing text-based train-

able classifiers, while expanding the language coverage more than tenfold.

Compared to a wordlist-based classifier that covers a similar number of lan-

guages, MuTox improves the F1 score on average by 100%. This significant

improvement underscores the potential of MuTox in advancing the field of

audio-based toxicity detection.

Dataset Distribution

Since English is a widely spoken language on Roblox, we collected the audio

from both datasets that were in English for the preliminary experiment and

are for inference testing.

Dataset Class Count Class Count
MuTox Toxic 257 Non-Toxic 1207
Detoxy Toxic 500 Non-Toxic 500
Total Toxic 757 Non-Toxic 1707

Table 4.1: Toxic and Non-Toxic counts across datasets
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Chapter 5

Evaluation

Evaluation Metrics

Precision, Recall, and the F1 score are all metrics used to evaluate the perfor-

mance of classification models. They measure different aspects of a model’s

ability to correctly classify data.

Precision: Precision measures the accuracy of positive predictions. It gives

information on how many of the instances the model labeled as positive were

positive.

Precision =
TP

TP + FP
(5.1)

Recall: Recall measures the model’s ability to find all the positive instances.

It gives information on how many of the actual positive instances the model

correctly identified.

Recall =
TP

TP + FN
(5.2)

F1 Score: The F1 score is the harmonic mean of precision and recall. It

provides a balanced measure of the model’s performance, taking into account

both false positives and false negatives.

F1 Score = 2 · Precision ·Recall

Precision+Recall
(5.3)
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Chapter 6

Preliminary Results

Failure of Existing Detectors

We did a black-box testing of the collected audios on the Roblox In-Game

Voice Chat Moderation System by creating an aggregated system at our end.

Through the aggregated system, the audios were played live in a Roblox

game, and the metrics were calculated accordingly. For the Open Source

Toxicity Classifiers, we chose Roblox Voice-Safety Classifier to which we pro-

vided the audios and calculated the metrics. We tested toxicity on Text-based

LLMs like Perspective API. We made a combination of OpenAI API (Whis-

per+Moderation), where the Whisper API converted audio into text, and

the Moderation API classified the audio based on text. This process was

similar to the one conducted by the authors of Detoxy in their paper while

annotating the data. Next, we tested the audio dataset on AWS Transcribe,

which is a commercial system. Finally, we conducted tests on commercial

and open-source Multimodal LLMs like GPT-4o-Audio-Preview, GAMA, and

Qwen2-Audio. [7]
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Models Precision Recall F1-Score

Roblox In-Game Voice Moderation 0.74 0.05 0.10

Roblox Voice-Safety Classifier 0.31 0.47 0.37

OpenAI (Whisper+Moderation) 0.31 0.41 0.35

AWS Transcribe 0.26 0.34 0.29

Perspective API 0.31 0.77 0.45

GAMA 0.00 0.00 0.00

Qwen2-Audio 0.89 0.42 0.45

GPT-4o-Audio-Preview 0.46 0.61 0.51

Table 6.1: Preliminary Results: Toxic/Non-Toxic Audio Classification
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Chapter 7

Our Approach

On obtaining the preliminary results, we decided to construct our architec-

ture using a Multimodal LLM with Prompt Engineering, as it requires less

computation. In our case, we chose the GPT-4o model as its Precision, Re-

call, and F1-score were better than the other Multimodal LLMs. To conduct

this experiment, we came up with an initial architecture for the prompt to

continuously learn and evaluate. [1, 12, ?]

Preliminary Approach

Few-Shot Learning

Few-shot prompting refers to the process of providing an AI model with a few

examples of a task to guide its performance. This method is useful in scenar-

ios where either extensive training data is unavailable or there aren’t enough

resources for computation. In techniques like zero-shot prompting, which

requires no examples, or one-shot prompting, which relies on a single ex-

ample, few-shot prompting uses multiple examples to improve performance.

Few-shot learning is essential in situations for Generative AI where gather-

ing large amounts of correctly labelled data is challenging. This technique

also supports getting the predefined output format by guiding the model

in reasoning through specific examples, ensuring consistency in the desired
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structure. [9]

Chain of Thought + Few-Shot Learning

Chain of Thought (CoT) prompting is a technique for improving the reason-

ing capabilities of Multimodal LLMs by generating intermediate reasoning

steps. This helps the MLLM generate more accurate answers. It can be com-

bined with few-shot prompting to get better results on more complex tasks

that require reasoning before responding, as it’s a challenge with a zero-shot

chain of thought. CoT has a lot of advantages. First of all, it’s low-effort

while being very effective, and works well with off-the-shelf MLLMs as a re-

sult, there is no need for finetuning. Interpretability with CoT prompting

can also be achieved, as the Multimodal LLM’s responses can be improved

due to the reasoning steps, thereby increasing robustness and performance

of the model in prediction. [4, 10, 2, 13, 8, 6, 16, 15]

Figure 7.1: Chain-of-Thought + Few-Shot + Gpt-4o Approach

Architecture Overview

We have considered five steps while constructing the architecture.

Figure 7.2: Chain-of-Thought + Few-Shot + GPT-4o Architecture
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Provide Definition and Examples

The definition of each type of toxic and non-toxic classes is provided in the

prompt, along with the audio attached for each definition. Here, the text of

the audio is written; however, while testing, we have attached two audio files

for each sub-category.

Toxic Categories

Profanities: Slurs and language that is regarded as obscene, repulsive, or

excessively vulgar, including scatological expressions.

Examples: shit, asshole, fucking

Hate Speech: Language used to demean, disparage, belittle, or insult

groups of people.

Examples: women are sluts, men are trash, wetbacks, towelheads

Pornographic Language: Language that refers to sexual acts or describes

body parts in a vulgar or explicit way.

Examples: suck my dick, cumshot

Violent or Bullying Language: Language used to bully, threaten, or

silence individuals.

Examples: son of a bitch, shut the fuck up, retard

Appearance of Obscenity: Language that resembles profanities or porno-

graphic content but is not directed at individuals.

Example: school sucks!

Non-Toxic Categories

Common Innocuous Slang: Informal or colloquial language that is not

considered offensive.

Example: cops (referring to police officers)
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Appearance of Hate: Language that expresses hate but is not directed at

any person or group.

Example: I hate this movie!

Identification and Tone Measurement

Using the definition and the examples provided for each subcategory of toxic

and non-toxic classes, the phrases were identified at first. The context of the

phrase was extracted by the Multimodal LLM (GPT-4o-audio). It is then

verified with the context of each of the subcategory class, if it matches any

of the category, the audio’s tone is measured. The tone measurement is done

to validate the speaker’s intent behind the conversation, as it results in high

false positives and false negatives.

Conclusion

After Identification and Tone Measurement, the audios are labelled as toxic

and non-toxic, along with subclasses of each category, with reasoning, making

our architecture Multilabel Toxic-Detection Multimodal LLM.

Models Precision Recall F1-Score

GPT-4o + COT + Few-Shot Prompt 0.66 0.84 0.75

Table 7.1: Performance of GPT-4o with Chain-of-Thought+Few-Shot
Prompting

Future Work

After seeing a slight improvement in the performance, we are further going to

work on improving the prompts and retest on the GPT-4o audio model. Since

we got a better combination of Precision, Recall, and F1-Score for Qwen2

Multimodal as well, we will do the same experiments with it in parallel.
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Chapter 8

Conclusions

From the observations, we conclude that our approach has significantly im-

proved the evaluation metrics. However, false positives, reflected in the pre-

cision score, persist, indicating the need for a more comprehensive analysis

of factors specific to toxic audio.
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