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Our aim is to build a Multi-Agent Multi Objective environment, 

solve it using Tabular and Deep RL methods, and apply the Deep 

RL methods on an existing MARL environment (Predator-Prey). 

For Tabular methods, we implemented Q-learning and for Deep 

RL methods we implemented DQN, Double DQN, and 

Advantage Weighted Regression.

Project Description:
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BACKGROUND
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What is Multi-Agent RL?

Single Agent RL Multi-Agent RL
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Why is Multi-Agent RL Challenging?

Joint Action Space

Game-Theoretic Effects

Credit Assignment

Lazy Agent Problem

Non-Markovian Nature of Environments

Non-Unique Learning Goals

Non-Stationarity

Scalability

Various Information Structures
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IMPLEMENTATION
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Algorithms:

Q-Learning Advantage Weighted Regression
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Algorithms:

DQN
Double DQN



‘-

9

Environment: “Harry Potter in the Grid World”

Goal 1

Pick up the wand

Goal 2

Kill Voldemort

Dumbledore

Harry Potter

Dementor
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Reward Dynamics • Going closer to the wand +1

• Going father from the wand -1

• Picking up the wand +10

Going closer to Voldemort +1

Going farther from Voldemort -1

Killing Voldemort +25

Stepping into the 

Voldemort block -10

Dumbledore

Harry Potter

Stepping into the 

Dementor block -10
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• Environment and training setup.

• A single Q-table / Neural network won’t work.

• Ensure that if an objective needs to be completed before another you 

don’t give the agents the rewards for the second objective until the first is 

completed.

• Use as many Q-tables / Neural networks as there are objectives.

• While training ensure that each Q-table / Neural network is updated for the 

appropriate objectives. (Especially challenging with offline RL.)

Challenges with Multiple Objectives:

Suggested Solution: 
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Random Agents                                    Trained Agents
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Results
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Results
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Environment: “Predator-Prey”

Predator 1

Predator 2 Goal: Catch the prey

Blue blocks indicate the 

predators capture range
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Reward Dynamics

A single predator catches the prey: -0.5 Both predators catch the prey: +5
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Random Agents                                   Trained Agents
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Results:

Percentage of episodes in which the Predators catch the Prey: 70.0 %
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Results:

Percentage of episodes in which the Predators catch the Prey: 90.0 %
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Results
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Results:

Percentage of episodes in which the Predators catch the Prey: 98.0 %
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❖ The key feature for the MARL is for the agents to collaborate to achieve the goal.

❖ In the “Harry Potter in Grid World” environment both Harry and Dumbeldore have to attack 

Voldemort at the same to defeat him as individually they aren’t strong enough to defeat Voldemort.

❖ To solve multiple objectives in the environment, we must implement different value approximation functions for 

each objective.

❖ When implemented using a single value approximation function, the learning isn’t correct because 

depending upon the current objectives a different action must be performed in the same state.

❖ When implemented using a different approximation function per objective, the agents are able to learn the 

optimal policy.

Key Observations / Summary
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THANK YOU!


