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The Transport Control Protocol

The Internet Protocol provides only best effort delivery.


TCP attempts to identify and mitigate network congestion.

“The network” does not need to be aware of TCP for either purpose.
The End-to-End Argument

*If a function requires knowledge present only at the endpoints of a communication system, that function should be implemented at the endpoints.*

This is a paraphrasing of the *end-to-end argument*. [3]

In some cases, it is possible to implement it in the network.

The end-to-end argument says that this will be:

- More difficult
- Less reliable
Applications of the E2E Argument

The argument is frequently applied to reliability, authenticity, and privacy.

When sending data to a remote system, is it better to know that:

- A local transmission succeeded, and the network is solid
- The remote system received the data

When sending encrypted data, is it better to know that:

- The data was received and decrypted by a trusted third party who will forward it
- The data was received, still encrypted, by the final recipient
Byte Streams

TCP provides a full duplex byte stream.

Full duplex means that data can travel in both directions simultaneously.

Bytes arrive in order, as they were transmitted.

The stream has no internal structure.

(The TCP standard uses octet instead of byte.)
Segments versus Datagrams

TCP data is transmitted in segments.

The TCP byte stream is broken up into these segments.

A segment occupies an IP datagram.

Segments are an artifact of implementation, invisible to the user.
Ordering Segments

IP datagrams may arrive out of order.

TCP must be able to order its segments as they were transmitted.

It does this by giving each byte a sequence number.

Segments contain a sequence number and length.

Received segments are assembled and delivered in order.
Acknowledgments

When a segment is received in order, its bytes are acknowledged.

Acknowledgments (ACKs) are sent by sequence number.

An acknowledgment says:
I have received every byte up to (but not including) this sequence number.
TCP Header Format

```
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
| Source Port | Destination Port |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
| Sequence Number |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
| Acknowledgment Number |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
| Data | Data Offset | Reserved | Window |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
| Checksum | Urgent Pointer |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
| Options | Padding |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
| data |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
```
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E2E in TCP

TCP applies the **E2E argument** to data reliability.

ACKs track when data is processed at the remote endpoint.

Out-of-order data receipt triggers acknowledgments.

The local endpoint stores all unprocessed data.

If data is not received and processed, it is retransmitted.
Identifying Lost Data

TCP uses several algorithms [1] for identifying lost data:

- Duplicate ACKs for the same sequence number
- Selective acknowledgment (SACK) information
- Timeouts

Duplicate ACKs indicate that:

- Data is being received
- The next sequence number has not been received

We will not discuss SACK further.
Recovering from Loss

When a sequence number is identified as lost:

1. TCP retransmits a full segment at that sequence number
2. Resumes transmitting new data

If only one segment was lost, this normally recovers.

If additional segments are lost they will be detected later.
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Lost Data Example

The diagram illustrates a scenario where a packet is lost. Initially, there is a packet with sequence number (seq) 0 and length (len) 5. The acknowledgment (ack) is 5, indicating that the receiver has received sequence 5. Later, another packet with seq 5 and len 5 is sent. The acknowledgment is delayed, possibly due to congestion or other network issues, until the receiver is ready to acknowledge the previous packet.

The diagram also shows the time line with the receive buffer. The lost packet is not acknowledged, and the buffer remains empty until the correct packet is acknowledged.
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Retransmission

Three duplicate ACKs normally trigger retransmission.
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Three duplicate ACKs normally trigger retransmission.

![Diagram showing retransmission process with three duplicate ACKs and corresponding sequence numbers and timestamps.](image-url)
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Three duplicate ACKs normally trigger retransmission.
Retransmission

Three duplicate ACKs normally trigger retransmission.

The diagram shows three duplicate acknowledgments (ACKs) that normally trigger retransmission. The sequence includes:

1. Acknowledgment (Ack) with sequence number 5 and acknowledgment number 5.
2. Duplicate 1 (Dup 1) with sequence number 10 and acknowledgment number 5.
3. Duplicate 2 (Dup 2) with sequence number 15 and acknowledgment number 5.
4. Duplicate 3 (Dup 3) with sequence number 20 and acknowledgment number 5.

Each segment is labeled with its respective sequence (S) and acknowledgment (A) numbers, and the diagram illustrates the progression over time (Time →).
Retransmission

Three duplicate ACKs normally trigger retransmission.

![Diagram showing retransmission with three duplicate ACKs.](image-url)
Other Considerations

TCP handles many other situations cleanly.

- What if acknowledgments are lost?
- What if acknowledgments are duplicated?
- What if multiple segments are lost?
- What if segments are duplicated?
- How does it know which segments to retransmit?
- What if retransmissions are lost?
- How are segments in the reverse direction handled?
A Distributed State Machine

TCP loss recovery is a **distributed state machine**.

Each endpoint keeps track of:

- What it has transmitted
- What it has received
- What the other endpoint has received

The endpoints **cooperatively recover** lost data.
Summary

- The end-to-end argument provides guidance on where to implement functionality.
- TCP provides services that IP does not.
- The TCP model is an full duplex in-order byte stream.
- TCP loss recovery is effected by a distributed state machine.
Next Time …

- Some thoughts on Go
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