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Current collaborative photo privacy protection solutions can be categorized into two approaches: controlling
the recipient, which restricts certain viewers’ access to the photo, and controlling the content, which protects
all or part of the photo from being viewed. Focusing on the latter approach, we introduce privacy-enhancing
obfuscations for photos and conduct an online experiment with 271 participants to evaluate their effectiveness
against human recognition and how they affect the viewing experience. Results indicate the two most common
obfuscations, blurring and pixelating, are ineffective. On the other hand, inpainting, which removes an object
or person entirely, and avatar, which replaces content with a graphical representation are effective. From
a viewer experience perspective, blurring, pixelating, inpainting, and avatar are preferable. Based on these
results, we suggest inpainting and avatar may be useful as privacy-enhancing technologies for photos, because
they are both effective at increasing privacy for elements of a photo and provide a good viewer experience.
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ing;
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1 INTRODUCTION
Preserving privacy is a critical task in online environments [82]. Revealing personal information
may lead to identification, inference attacks, sensitive information leakage, location leakage, and
cross-profiling [27]. However, privacy is often hard to achieve due to the unpredictability of the
online context [53] and the lack of usable tools [23]. Descriptive investigations of privacy-enhancing
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behaviors both online and offline identify two approaches to protecting privacy: controlling recipi-
ents and controlling information content [16]. In the context of online photo privacy protection,
the approach of controlling recipients has been studied extensively [7, 34, 74]. This approach
provides some privacy protection, but has a number of drawbacks. Of particular importance to the
CSCW community, controlling the recipient is insufficient to enable multi-party privacy conflicts
[7, 20, 76].
The goal of this work is to investigate controlling content instead of recipient as a means to

protect users’ privacy. We chose the context of photo privacy in OSNs as an exemplar setting
where there is a tension between sharing and privacy [7]. While some prior work has investigated
methods to hide elements of photos to be shared online, it has been limited to a few approaches,
most notably blurring and pixelating [35, 78], which are ineffective at preventing human and
machine identification [46, 55].
Recognizing the need for more effective photo privacy-enhancing obfuscations, we identified

silhouette [60], box masking [85], avatar [65], point-light [17], bar [85], and inpainting [60, 85].
Moreover, recognizing that the audience for online photos is human beings, we investigated
human (vs. machine) perception of these options (in terms of photo satisfaction, perceived photo
information sufficiency, photo enjoyment, social presence, obfuscation likability and preference),
as well as their ability to identify content in the photos. To our knowledge, there is no existing
research that addresses both effectiveness against human recognition and users’ perceptions of
obfuscations as privacy-enhancing tools.

Our results show that even though people are generally satisfied with blurring and pixelating—the
two most investigated and widely-adopted obfuscation methods—these methods do not enhance
privacy. When developing collaborative privacy management systems, researchers should consider
alternative privacy-enhancing obfuscations, such as inpainting and avatar, which are both effective
and likable. Though our findings focus on face and body, they can be further applied to other PII,
such as object and location.

2 BACKGROUND AND RELATEDWORK
2.1 A Simplified Privacy Framework: Recipient and Content
While a review of the extensive and growing literature on privacy in HCI and CSCW is outside of
the scope of this paper, we do want to situate our work in the larger theoretical work on privacy
that is particularly relevant to our approach.
Contextual integrity suggests that we achieve privacy if the flow of information follows the

context-relative informational norm, which includes several key parameters such as subject, sender,
recipient, type of information, and transmission principles while acknowledging that in digital
media and online environments the context becomes more complicated and unpredictable [57]. For
example, the recipients or the goal of the information content may change outside the awareness
of the user [58]. The networked privacy model extends contextual integrity by emphasizing that by
passing information through the network, one user’s privacy can be violated by any other users
who connect to this user [53]. The complexity of the network determines that the widely adopted
access-control list scheme on OSNs may not be effective [53].
Separately, but in line with these and prior approaches [3, 57, 81], others have identified two

fundamental elements at play in privacy: information type and recipient [16]. In the online photo
sharing domain, recipient is the viewer of a photo and information type can be interpreted as photo
content or elements. In this study, we adopt this simplified framework for privacy [16], and organize
the remainder of our review of related work around these elements (recipient and content).
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2.2 Controlling Recipient
A primary strategy for protecting users’ privacy is controlling the recipient [7, 79]. For example,
the “Restrict Others” tool allows each stakeholder depicted in a photo on Facebook to negotiate
with the uploader to hide the photo from certain viewers [7]. However, this solution may cause
social tension between the uploader and other stakeholders [7], and the final decision of sharing a
photo is still in the hands of the uploader. Moreover, privacy conflicts often occur among multiple
users, further complicating the privacy negotiation [20, 76].
Some collaborative access control schemes for OSNs have been developed to address potential

conflicts. One approach is to consider stakeholder preferences to determine which photos are
shared [74]. However, only the friends at the intersection of the privacy preferences of all stake-
holders have access to the photo, resulting in large sharing losses when any of the stakeholders
desires privacy. Some of these losses may be avoided by using a conflict resolution mechanism
that asks users to manually input a trust level for the audience with potential access to the photo,
the sensitivity level of the photo, and their privacy preferences. Based on the preference of each
stakeholder, the system can determine who should and should not get access to the photo [34].
Although these systems solve some privacy conflicts, they do not effectively address the privacy
preferences of all the stakeholders, especially when the stakeholders have conflicting preferences.
Furthermore, they may not address interactional privacy and relational needs [51].

2.3 Controlling Content
An alternative strategy for protecting users’ privacy is through controlling information content.
For example, since most YouTube videos are public by default, it is hard to regulate the informa-
tion recipients. Instead, YouTube uses a blurring obfuscation to hide faces and objects in certain
videos [10]. Similarly, life-logging devices may reveal excessive details about wearers and by-
standers. Thus, researchers have employed automatic screen detection to hide any information
presented on screens that are visible in photos or videos taken by life-logging devices [38]. In
the home environment two privacy-preserving mechanisms (blob tracker and point-light) have
been used to protect elements of users’ identities [17]. Google Street View blurs faces and license
plates in an attempt to avoid identification [29]. After the fact, users may delete content [2] or, a
platform may “default to ephemerality” by deleting content automatically [83]. To protect OSNs
photo privacy, Face/off system enables blurring person’s face in a group photo [35], rather than
recipient.
Various potentially sensitive photo elements influence users’ sharing decisions, including the

people in the photo, the background setting, visible objects, and visible private information [33]
which can be summarized as three photo content variables that affect privacy concerns: the subject’s
identity, the environment in the photo, and the activity the subject is performing [17]. Hiding or
changing one or a combination of these variables may offset privacy concerns. For example, imagine
that Bob’s friend uploads a group photo to Facebook that depicts several people drinking in a bar,
including Bob. Bob may worry that his colleagues will see the photo, because the uploader and Bob
have mutual friends. Bob’s concerns can be reduced by hiding his identity (e.g., by obscuring his
face and body), changing the activity (e.g., switching his beer can to a Coke can), and/or changing
the environment (e.g., from a bar to a home party). In this work, we focus on the first variable:
hiding the identity of a person in a photo.

Ideally, on OSNs, controlling recipient and controlling content can be combined to provide better
collaborative photo privacy management. Indeed, some prior work has investigated controlling both
the recipient and the content (e.g., for protecting the privacy of crowd-workers [18], in the health
domain [15]), and specifically in photo sharing [35]. In the work on photo sharing, participants
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were given the ability hide their identity from certain recipients of the photo by blurring their face.
The evaluation showed that users were not able to recognize their friends in 82.7% of the blurred
photos. However, this approach has limitations, for example, comparing to hiding the entire body,
only protecting the user’s face is less effective [19].

Blurring is the most commonly used obfuscation to control information content disclosure both
in research and in practice [6, 35]. However, blurring may not provide sufficient privacy protection
[11]. In video surveillance, blurring is less effective than solid masking in terms of preventing people
from recognizing the obscured individual [40, 50]. In addition to human recognition, blurring is
also susceptible to reversal by machine identification; researchers have used generative adversarial
networks to refine image details [46], trained artificial neural networks to perform re-identification
[55], and automated “faceless recognition” using clothes and/or pose [59].
Redaction tools from video surveillance can be applied to privacy-preserving online photo

sharing, since both of these applications attempt to protect a subject’s identity by hiding the
subject’s visual information. However, most of these focus on the effectiveness of these redaction
tools against automatic recognition software. To the best of our knowledge, none of these tools
have been used to enhance privacy for photos shared via OSNs. In particular, we have seen no
work that investigates their effectiveness against human re-identification, especially in relation to
users’ attitudes towards these tools.

3 METHOD
3.1 Overview
We conducted an experiment with 271 participants to understand how type of obfuscation and
region the obfuscation is applied to influenced effectiveness and users’ perceptions (satisfaction,
perceived information sufficiency, photo enjoyment, social presence, and likability).

3.2 Participants
Three hundred and forty seven participants from United States were recruited via the Amazon
Mechanical Turk. While imperfect, it is considered one of the better sampling strategies because
Turkers are relatively more diverse than the samples collected by other means (e.g., U.S. college
samples) [12]. We paid participants $1.50 to complete the study [66]. To ensure the data quality,
we set restrictions to only include MTurk workers with high reputation (above 95% approval
ratings), and with the number of HIT approved being greater than 1000 [62]. Excluding the data of
participants who failed more than one attention check questions, the final sample size is 271 (131
men and 140 women). Fifty-seven participants were from the Midwest region; 99 were from the
South; 66 were from the West, and 49 were from the Northeast [14] . Forty-three percent ranged in
age from 25 to 34; twenty percent ranged from 35 to 44; and forty-eight percent is was from 45 to
54. Seventy-six percent was White. Ninety-eight percent of participants used Internet most of the
day or several times a day; and 72% visited OSNs most of the day or several times a day.

3.3 Experimental Design
We used a 8 (privacy-enhancing obfuscation) by 2 (body region) experimental design. The eight
obfuscation methods were: blurring, pixelating, silhouette, avatar, point-light, masking, bar, and
inpainting. The two regions were face and body. Please see below sections for descriptions of why
we chose them.

3.3.1 Regions. Different elements in an image can be considered sensitive: for example, people,
personal belongings, affiliation, and privacy information [33, 78]. For this study, we decided to
study the recognizability of people for a variety of reasons, but one very compelling reason was
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because of prior work on human recognition of faces [8, 24, 39], machine recognition of faces
[46, 55], and obfuscation of humans in video [11, 41]. We chose two regions to obfuscate: face
and body (which includes the face). Masking the face is the most common strategy for hiding
the identity of a person in photos or videos [10, 29, 35]. The face also has special meaning and
significance in the human visual system. The perceptual process in facial recognition is different
from the process in recognizing non-facial stimuli, that faces are recognized at the individual level
[25]. However, prior work on video surveillance suggests that masking only the face is ineffective:
obscuring the entire body is more effective than obscuring only the face [19].

3.3.2 Obfuscation Methods. We chose eight redaction tools from previous work on online photo
privacy, video surveillance, and video monitoring [17, 60, 70, 85]. We did not investigate some tools
that were less applicable to photo redaction. For example, “see-through (translucent) [85]” and
“monotone [85]” are excluded because the semitransparent or monochrome subjects may not be
identified accurately in videos where they are dynamic, while in a photo, people can easily identify
a static subject. Generally, we excluded the tools that were either ineffective or overlapping. The
eight redaction tools we studied are listed in Table 1.
We also tested the baseline condition of no obfuscation (as is). We left out three region by

obfuscation combinations resulting in 14 total conditions (including as is; see obfuscation methods
Table 1 and its caption). We did not test the following obfuscations for face: inpainting, point-light
and bar because we anticipated these might make viewers uncomfortable. For example, inpainting
just the face would have resulted in what appeared to be a headless person, which we anticipated
might be jarring to view.

3.4 Stimuli
3.4.1 Targets. Target is the person in a photo who needs to be identified. We selected targets

from racial categories broadly representing the racial makeup of the United States [13] including
white, African American, Asian, and Hispanic and Latino, who were unknown to participants. The
target photos were taken by our lab and researchers. We applied each of the 14 obfuscations to all
targets with 2 different backgrounds resulting in 392 unique images.

3.4.2 Backgrounds. We selected the backgrounds and background people photos online which
had licenses that allowed for reuse and modify, and photos taken by our lab and researchers, cut
them out, and reassembled them to include the target person (Figure 1 ). Each photo has the same
number of background people (three people) and similar background (campus building etc.).

3.4.3 Photo Creation. We used Photoshop to create photos so they would be consistent, except
for elements we intentionally varied (e.g., target or obfuscation). Each photo consists of the target
with an obfuscation applied, three non-target people, and a background (Figure 1 ). To generate
a complete set of experimental stimuli, we created an image of each target/obfuscation pair and
overlaid these on each background. The experiment platform randomly selected the combination
of target, obfuscation condition and background. In total, the stimuli set has 392 unique photos (14
targets * 14 obfuscations * 2 backgrounds).

3.4.4 ID Photo. For each target we collected one ID photo (e.g., the second person from the left
in Figure 1 ), and three ID photos of similar looking people. A similar looking person might be
the same gender, have a similar hair style, skin color, body shape and/or height (see the right two
people in Figure 1 ).
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Table 1. Eight obfuscation methods. In the example figures, we applied the methods on body. They were also
applied on face in the study, yielding in 14 conditions (We added as is as baseline condition, and excluded 3
combinations: face x pointlight, face x bar, face x inpainting.).

Example Name & Definition Related
Work

Example Name & Definition Related
Work

Blurring. Reduces image
detail by generating a
weighted average of each
pixel and its surrounding
pixels.

[6, 10,
29, 41,
45]

Pixelating. Replaces orig-
inal small pixels, which
are single-colored square
display elements that com-
pose the bitmap, with
larger pixels.

[24, 39,
40, 45,
80]

Silhouette. Replaces con-
tent with amonochrome vi-
sual object that mirrors the
extracted shape of the orig-
inal content.

[17, 41,
60, 85]

Avatar. Replaces content
with a graphical repre-
sentation that preserves
some elements of the un-
derlying content. A hu-
man avatar can preserve
facial expression and ges-
ture, but hide biometri-
cally unique elements (e.g.,
face) of identity.

[60, 65,
70]

Point-light. Replaces con-
tent with dots that pre-
serves some elements of
the underlying content. A
human point-light can pre-
serve a person’s activity,
but hide many biometri-
cally unique elements.

[17] Bar. Replaces content
with a monochrome visual
object that is the shape of
a small, thin rectangle.

[85]

Masking. Replaces con-
tent with a monochrome
solid box that covers the
content to be protected and
surrounding image con-
tent.

[40, 41,
85]

Inpainting. Completely
removes content fills in
the missing part of the im-
age in a visually consistent
manner.

[41, 60,
73, 85]

3.5 Measurements
We measured obfuscation effectiveness using identification success and confidence, and users’
experience via existing, psychometrically validated Likert scales.

3.5.1 Obfuscation effectiveness.

• Identification Success. We measured identification success by asking “Please identify the
person indicated by the orange arrow.” Four answer choices included three ID photos and
“None of above.”
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Fig. 1. Experiment interface with one stimuli and ID photo examples

• Identification Confidence. After each identification, we measured confidence using the
question “How confident do you feel that you correctly identified the person?” Participants
rated their response on a scale from 1 ‘Completely unconfident’ to 7 ‘Completely confident,’
where the higher score meant more confident [63].

3.5.2 Users’ experience. Next, we measured the following four aspects of the privacy-enhancing
obfuscation in the photo. All the responses used 7-point Likert scale from 1 ‘Strongly disagree’ to 7
‘Strongly agree.’ For participants’ ease of use, we adapted all scales to 7-point. Additionally, 7-point
scales are more suitable for electronic distribution [26] and the data collected is more accurate than
other point scales [36].

• Photo Satisfaction.We measured perceived photo satisfaction using the item “The photo
is satisfying” derived from the image appeal scale [22].

• Perceived Photo Information Sufficiency.We selected a single item “The photo provides
sufficient information” from the photo information quality scale to measure the perceived
information sufficiency [68].

• Photo Enjoyment.We measured perceived photo enjoyment using the single-item photo
enjoyment scale [64].

• Perceived Social Presence. We measured perceived social presence using the item “There
was a sense of human contact when I saw the photo” from perceived social presence scale
[44].

• Obfuscation Likability.We measured likability of each obfuscation using the item “I like
the obfuscation” which was derived from the interface preference scale [56].

• Obfuscation Preference. We asked participants’ preference for each obfuscation with the
question “If you could use any of the obfuscations for photos you post on online social

Proc. ACM Hum.-Comput. Interact., Vol. 1, No. 2, Article 67. Publication date: November 2017.



67:8 Y. Li et al.

networks, which one, if any, would you like to use?” We followed up this question by asking
an open-ended question about the reason, and queried participants’ willingness to use the
obfuscation they selected. We also asked participants, “Have you ever declined to upload a
photo to an online social network for privacy reasons?” If yes, they additionally answered
which obfuscation they might use in such a scenario, and their reasons.

Note that we also captured the time participants spent on each question so that we could exclude
participants who used automatic survey response software.

3.6 Procedure
Prior to the study, we conducted three pilot tests to check for bugs, gather data about the length of
the study and ensure that the data collection worked well.
In the actual testing, first, participants accessed the experiment website (Qualtrics) via the

publically distributed link through MTurk. After consenting, they answered six demographic
questions and two social network familiarity questions. Next, they tested the browser and monitor
size and followed resizing instructions to make sure they all viewed stimuli in a similar visual
environment. Afterwards, they saw 14 obfuscation conditions examples with the descriptions as an
overview.
Next, we trained participants about the tasks. During training, participants learned about the

tasks they would perform, and completed two training trials. Participants then completed 14
trials where they saw photos with semi-randomly assigned obfuscation conditions and targets,
and identified the target person. Participants saw all 14 conditions and 14 targets. There were
no repeating conditions or targets. For example, in the first trial, if the photo includes condition
1-target 3, photos including condition 1 and target 3 will be excluded in future trials. Note that in
most cases, the target was among the four choices offered, but there was around 21% chance that
the target was NOT present. Afterwards, they rated their confidence, and rated the four statements
about their feeling.
After finishing all trials, participants were shown 14 conditions individually, and rated their

preference towards each condition. Then they answered a set of obfuscation preference questions.
After all tasks, a random code was generated. Participants copied this code to MTurk to receive
remuneration.

4 RESULTS
The experiment was completed by 347 participants. We excluded the data of 76 participants who
either failed more than one attention check questions, or answered some questions instantly
(reaction time = 0), indicating the potential use of automatic responding software [62]. The final
sample size is 271, which provides sufficient power for the statistical tests we planned (i.e., 271 is
more than the required 225 suggested by our a priori power analysis to achieve a power of 0.85).

4.1 Obfuscation Effectiveness
The primary measures of obfuscation effectiveness are identification success and identification
confidence. Identification success is the percentage of trials in which a participant correctly identi-
fied a target. If we were to recast this as obfuscation success, or the percentage of trials in which a
participant was unable to correctly identify a target, we would subtract the identification success
percentage from 100%. For example, if a participant achieved a 60% identification rate, the corre-
sponding obfuscation rate would be 40%. Identification confidence is a self-reported rating of how
confident the participant was that their identification was correct.
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Table 2. Identification success rate, odds ratio, 95% confidence interval, and p-value by region and obfuscation
for all cases where the as is is the baseline. The obfuscations are ordered by identification success of body
region from lowest (most effective) to highest (least effective).

% of success Odds ratio 95% CI p-value

Face

Masking 41% 0.20 [0.14, 0.29] <.001***
Silhouette 45% 0.23 [0.16, 0.34] <.001***
Avatar 47% 0.26 [0.18, 0.37] <.001***
Blurring 64% 0.52 [0.36, 0.76] .05*
Pixelating 72% 0.73 [0.50,1.08] .97

Body

Inpainting 19% 0.07 [0.05, 0.10] <.001***
Masking 20% 0.07 [0.05, 0.11] <.001***
Bar 27% 0.11 [0.07, 0.16] <.001***
Point-light 28% 0.12 [0.08, 0.17] <.001***
Avatar 33% 0.14 [0.10, 0.21] <.001***
Silhouette 40% 0.20 [0.13, 0.28] <.001***
Blurring 67% 0.59 [0.41, 0.87] .33
Pixelating 67% 0.58 [0.40, 0.86] .27

As is (Baseline) 77% NA NA NA

4.1.1 Identification Success. We analyzed the identification results using signal detection [72]:
hit (the target is present, and the response is correct), miss (the target is present, but the response
is incorrect, such as selecting the wrong person, or “None of above”), correct rejection (the target is
absent, and the response is “None of above”), and false alarm (the target is absent, but participants
do not select “None of above”). Using this approach, we can classify identification success using
three categories: among all cases, among trials where the target is present, and among trials where
the target is absent. In next paragraph, we focus on identification success among all cases, as shown
in Table 2 .
As expected, the identification success of as is is the highest across categories (all cases (77%),

target present (80%), and target absent (70%)). A Tukey post-hoc test based on a logistic mixed-effects
model of all cases shows that the identification success of as is (77%) is higher than all obfuscations
(all p < .05) except for body blurring (67%), body pixelating (67%), and face pixelating (72%). In
addition, the identification success of blurring (face: 64%; body: 67%) and pixelating (face: 72%; body:
67%) are similar to each other (all p > .05), and much higher than other obfuscations (all p < .001;
see Table 2). The success percentage difference between blurring/pixelating and other obfuscations
ranges between 17 and 48%, which suggests that, in addition to being stastically less effective, they
are also practically less effective. The lack of a difference between blurring and pixelating, two of
the most common obfuscations [29, 45], and as is (5-13%) on the other hand, indicates that they are
ineffective protections against human recognition, regardless of whether they are applied to the
face or the entire body.

4.1.2 Body vs. Face. Overall, body-obfuscations were more difficult to identify (M = 45%) than
face-obscuring obfuscations (M = 54%; p < .001), indicating body-obscuring obfuscations are gener-
ally more effective than face-obscuring obfuscations. Looking at individual obfuscation methods,
though, there was not always a difference between face and body. Face-obscuring obfuscations
were about as effective as body-obfuscations for many of the less effective obfuscations including
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Fig. 2. Means and standard errors of identification confidence of Total Correct (Hit + Correct Rejection) and
Total Wrong (Miss + False Alarm).

blurring (face: 64%; body: 67%), pixelating (face: 72%; body: 67%), and silhouette (face: 45%; body:
40%; all p > .05).

Obfuscations that protect more details of the target including body avatar, body point-light, body
masking, body bar, and body inpainting, tend to be more effective. While body inpainting performs
the best, there is no difference among these obfuscations, except between body inpainting (M =
19%) and body avatar (M = 33%, p < .05). It is also worth noting that for target absent cases, the
correct rejection rate is higher either when the obfuscation transformation level is low (e.g., as
is, face blurring) or when the the obfuscation shows no sign of a visible body (e.g., body masking,
body bar, body inpainting). The reasons for these higher rates are different, though: in the former
participants easily found out the target was not in three full-body ID photos, while in the latter
cases there was no hint at all to identify the target, hence participants tended to choose “None of
above” as a last resort.

4.1.3 Identification Confidence. Identification confidence increases as obfuscation effectiveness
decreases, or, in other words, people are more confident with answers when they can correctly
identify the target. In Figure 2 , for each obfuscation, the left bar represents identification confidence
of total correct (hit and correct rejection) and the right bar represents total wrong (miss and false
alarm).

We conducted a linear mixed effects model for total correct and total wrong, and compared obfus-
cation conditions using a Tukey post-hoc test. When the participant is correct, the identification
confidence of as is is much higher than any other obfuscation methods, as expected (all d ≥ 0.36, all
p < .001). Notably though, confidence when viewing blurring and pixelating obfuscations—while
lower than as is—is higher than other obfuscations, with medium to large effects (all d ≥ 0.58, all p
< .001). The means are above five (somewhat confident), providing further evidence that blurring
and pixelating are ineffective. Moreover, identification confidence of total correct is higher than
total wrong for these four methods (all d ≥ 0.41, all p < .05), and larger than the differences for
any of the other obfuscations, indicating that it is also easier for participants to detect when they
incorrectly identified the target (see Table 3 for means and standard deviations).
Conversely, as we see in Figure 2 , mean identification of the five most effective obfuscation

methods (those on the left side of Figure 2 : body inpainting, body masking, body bar, body point-light,
and body avatar) are all below four (neither unconfident nor confident) for both total correct and
total wrong, indicating that participants were not confident about their identification, regardless of
whether they correctly or incorrectly identified the target.
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Table 3. Identification confidence for Hit, Miss, Correct Rejection, False Alarm, Total Correct (Hit + Correct
Rejection), and Total Wrong (Miss + False Alarm) on a scale from 1 - 7 where 7 is most confident. Standard
deviations appear in parentheses beside the means. Within face and body categories, the order of the
obfuscations is from most to least effective.

Hit Miss
Correct
rejection

False
alarm

Total
correct

Total
wrong

As is 5.93 (1.08) 5.29 (1.38) 5.14 (1.52) 4.68 (1.34) 5.77 (1.23) 5.10 (1.39)

Face

Masking 4.07 (1.61) 3.89 (1.86) 4.28 (1.93) 3.74 (1.66) 4.12 (1.68) 3.87 (1.83)
Silhouette 4.21 (1.68) 3.90 (1.84) 3.45 (1.57) 3.81 (1.62) 4.08 (1.68) 3.89 (1.79)
Avatar 4.06 (1.73) 4.06 (1.80) 4.09 (1.95) 3.88 (1.36) 4.06 (1.76) 4.02 (1.71)
Blurring 5.19 (1.22) 4.27 (1.55) 5.36 (0.95) 4.50 (1.56) 5.21 (1.19) 4.36 (1.55)
Pixelating 5.18 (1.17) 4.64 (1.42) 5.03 (1.25) 4.31 (1.67) 5.15 (1.18) 4.51 (1.53)

Body

Inpainting 3.29 (1.90) 3.25 (2.24) 2.74 (2.18) 2.47 (1.78) 2.88 (2.10) 3.18 (2.21)
Masking 3.68 (1.92) 3.08 (2.18) 2.69 (2.15) 3.25 (1.77) 3.04 (2.11) 3.10 (2.15)
Bar 2.93 (1.64) 3.18 (2.18) 3.07 (2.29) 3.35 (2.09) 3.01 (2.06) 3.19 (2.16)
Point-light 3.82 (1.81) 3.34 (2.05) 3.03 (2.24) 3.63 (1.86) 3.49 (2.02) 3.38 (2.03)
Avatar 3.70 (1.79) 3.56 (1.97) 4.24 (2.20) 3.94 (1.63) 3.88 (1.94) 3.63 (1.91)
Silhouette 4.34 (1.71) 3.73 (2.05) 3.31 (2.11) 3.71 (1.62) 4.06 (1.87) 3.72 (1.96)
Blurring 5.09 (1.39) 4.76 (1.48) 4.84 (1.18) 4.03 (1.34) 5.05 (1.37) 4.47 (1.46)
Pixelating 5.15 (1.39) 4.62 (1.50) 5.12 (1.20) 4.35 (1.29) 5.14 (1.36) 4.50 (1.41)

4.2 Users’ Experience of Obfuscations
We analyzed users’ experience of the obfuscations via five linear mixed-effect models, where the
outcome variables were photo satisfaction, information sufficiency, enjoyment, social presence,
and obfuscation likability, and the predictor was the obfuscation condition. We conducted Tukey
post-hoc tests to compare all possible obfuscation pairs.

4.2.1 Photo Satisfaction. We now know that some obfuscation filters are more effective than
others, but how do they influence users’ satisfaction with the photos? From the results of our linear
mixed-effects model, the overall χ 2 shows significant variation among 14 obfuscation conditions,
χ 2(13) = 986.62, p < .0001, indicating that obfuscations affected satisfaction differently. Indeed,
Figure 3 shows that participants are generally less satisfied with the more effective obfuscations
(see Table 2 ). From the Tukey post hoc test on this model, the results show that participants are
most satisfied with as is (M = 4.82, SD = 1.62) compared to any other obfuscations (all d ≥ 0.37, all
p < .001. As the smallest difference, the difference between as is (4.82) and face pixelating (4.20) has
an effect size of d = 0.37; while other effect sizes are all above 0.5, which represent medium or large
effects). Participants are also satisfied with face pixelating, face blurring, body pixlating, and body
blurring, but as mentioned before, these methods are not particularly effective.

Among the more effective obfuscations, participants are most satisfied with face avatar(1) (M =
3.49, SD = 1.71) and body avatar(2) (M = 3.43, SD = 1.76) with both scores higher than body masking
(M = 2.44, SD = 1.51, d1 = 0.59, p1 < .001, d2 = 0.56, p2 < .001), body bar (M = 2.59, SD = 1.55, d1 =
0.54, p1 < .001, d2 = 0.48, p2 < .001), body point-light (M = 2.77, SD = 1.54, d1 = 0.44, p1 < .001, d2 =
0.41, p2 < .001), and body silhouette (M = 2.86, SD = 1.49, d1 = 0.39, p1 < .001, d2 = 0.36, p2 < .001).
Moreover, the most effective obfuscation among all 14 conditions, body inpainting (M = 3.10, SD =
1.73), scores are higher than body masking (d = 0.39, p < .001) and body bar (d = 0.32, p < .001), and
is also slightly (but not significantly) more satisfying than body point-light, body silhouette, and
face silhouette.
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Fig. 3. Photo satisfaction, information sufficiency, enjoyment, and social presence (M and SE). Obfuscations
ordered from most to least effective.

4.2.2 Photo Information Sufficiency. Do users believe that obscured photos still provide sufficient
information? It seems that this also depends on the obfuscationmethod. Similar to photo satisfaction,
from the linear mixed-effects model, the overall χ 2 on information sufficiency shows a variation
among the 14 obfuscations, χ 2(13) = 1555.11, p < .0001, with more effective obfuscations generally
provide less information (Figure 3 ). As expected, the information sufficiency of as is (M = 5.28, SD
= 1.54) is higher than all other obfuscations (all d ≥ 0.59, all p < .001). Participants also give higher
information sufficiency ratings to face pixelating (M = 4.30, SD = 1.52), body pixelating (M = 4.13,
SD = 1.59), body blurring (M = 3.97, SD = 1.62), and face blurring (M = 4.00, SD = 1.59) compared
to the remaining 9 obfuscation methods (all d ≥ 0.41, all p < .01), which means that blurring and
pixelating preserve more information in photos. Among the more effective obfuscation methods,
body avatar (M = 3.10, SD = 1.65) provides more information than body inpainting (M = 2.49, SD =
1.64, d = 0.33, p < .001), body masking (M = 2.18, SD = 1.43, d = 0.55, p < .001), body bar (M = 2.34,
SD = 1.55, d = 0.45, p < .001), body point-light (M = 2.48, SD = 1.56, d = 0.38, p < .001), and body
silhouette (M = 2.71, SD = 1.52, d = 0.24, p = .01).

4.2.3 Photo Enjoyment. From the linear mixed-effects model of enjoyment, a similar pattern
occurs where there is again a variation among the 14 conditions, χ 2(13) = 795.09, p < .0001, with
that more effective obfuscations are less enjoyable (Figure 3 ). The mean enjoyment of as is photos
(M = 4.65, SD = 1.64) is higher than all others (all d ≥ 0.39, all p < .001). Participants felt that photos
with the body avatar obfuscation (M = 3.64, SD = 1.81) were about equally enjoyable with body
pixelating (M = 3.77, SD = 1.61, d = 0.07, p = .99), body blurring (M = 3.70, SD = 1.61, d = 0.03, p =
1.00), and face blurring (M = 3.90, SD = 1.58, d = 0.15, p = .38), though they create the most enjoyable
photos (aside from as is and face pixelating). In addition, as our most effective obfuscation method,
body inpainting (M = 3.16, SD = 1.70) is more enjoyable than body masking (M = 2.45, SD = 1.46, d
= 0.43, p < .001) and body bar (M = 2.74, SD = 1.54, d = 0.27, p < .01).
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Fig. 4. Obfuscation likability (M and SE) from most to least effective.

4.2.4 Social Presence. Do the obscured photos still provide a sense of human contact? From the
results of the linear mixed-effects model, the overall χ 2 of social presence scores demonstrated
significant variation among the 14 conditions, χ 2(13) = 754.27, p < .0001. The social presence score
in the as is condition (M = 4.81, SD = 1.69) is higher than in all other obfuscation conditions (Figure 3
) (all d ≥ 0.30, all p < .001). Beyond as is, the scores of other obfuscations are less spread out between
conditions than the other scores, with most social presence scores around 3 or 4. Body masking has
the lowest social presence score (M = 2.76, SD = 1.65). Again, body inpainting(1) (M = 3.34, SD =
1.85) and body avatar(2) (M = 3.42, SD = 1.75) provide a better sense of human contact than body
masking (M = 2.76, SD = 1.65, d1 = 0.34, p1 < .001, d2 = 0.40, p2 < .01) and body bar (M = 2.93, SD =
1.64, d1 = 0.24, p1 < .001, d2 = 0.29, p2 < .001). While not significant, their social presence ratings are
slightly higher than body point-light (M = 3.08, SD = 1.71) and body silhouette (M = 3.14, SD = 1.67).

4.2.5 Obfuscation Likability. Moving from participants’ attitudes towards the photos to their
attitudes towards the obfuscations themselves, we ask how much they like (or dislike) the obfusca-
tions. From the results of the linear mixed-effects model, there is a variation among obfuscation
conditions, χ 2(13) = 963.46, p < .0001, but There is no difference between as is (M = 4.76, SD =
2.02), face pixelating (M = 4.58, SD = 1.74), body pixelating (M = 4.31, SD = 1.75), body blurring (M
= 4.52, SD = 1.68), and face blurring (M = 4.71, SD = 1.70) (all d ≤ 0.19, all p > .05). Generally, the
rightmost five conditions in Figure 4 are similarly likable. Among the remaining nine obfuscation
methods, participants like body avatar (M = 4.02, SD = 2.08), face avatar (M = 3.82, SD = 1.99), and
body inpainting (M = 3.72, SD = 2.13) more than the other six obfuscations (all d ≥ 0.26, all p < .05).

4.2.6 Obfuscation Preference. At the end, we asked participants which obfuscation method they
would most like to use to obfuscate their own online photos (Table 4 ). Participants reported they
would most like to use as is (23%), face blurring (15%), body avatar (12%), body inpainting (11%),
and face avatar (9%). In contrast, very few people chose body bar (1%), body masking (2%), body
point-light (2%), body silhouette (2%), or face masking (2%), and there was only one participant who
preferred face silhouette (resulting in a rounded percentage of zero). Leaving out ineffective blurring
and pixelating, the preferences for body avatar and inpainting (around or larger than 10%) are about
five times as high as for other obfuscations which are mostly below 2%. Asking participants how
willing they would be to use their preferred obfuscation method, we found that they generally
had a positive attitude, with all obfuscations scoring at or above 4 on a 7-point scale (Table 4 ).
Aside from as is (M = 6.15, SD = 1.21), participants who preferred body avatar reported the highest
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Table 4. Obfuscation preference, willingness to use, and preference given privacy concerns. Standard deviations
appear in parentheses beside the means. Obfuscations are ordered from most to least effective.

General
preference

Willingness
to use

Preference given
privacy concern

As is 23% 6.15 (1.21) 1%

Face

Masking 2% 5.40 (0.89) 2%
Silhouette 0% 4.00 (0.00) 0%
Avatar 9% 5.80 (0.96) 17%
Blurring 15% 5.60 (1.40) 26%
Pixelating 7% 5.74 (0.73) 9%

Body

Inpainting 11% 5.29 (1.53) 15%
Masking 2% 4.50 (2.74) 0%
Bar 1% 5.25 (1.50) 4%
Point-light 2% 5.00 (2.35) 1%
Avatar 12% 5.94 (1.03) 16%
Silhouette 2% 4.67 (0.52) 1%
Blurring 5% 5.23 (1.30) 4%
Pixelating 7% 5.75 (0.97) 4%

willingness to use the obfuscation of their choice (M = 5.94, SD = 1.03). In the open-ended question,
participants stated that body avatar “as least give some context to the photo if someone saw it
online and looks kind of fun, ” “most pleasing to the eyes, cute, ” “protects someones privacy but it
makes it lighthearted,” “the avatar keeps the person’s identity semi-private while not taking away
from the composition of the photo with a line, block, or blur,” and “privacy does not have to be
so bland, the avatar is creative.” For inpainting, they considered it “looks best to fully remove the
person from the picture if it can be done in a way that isn’t fully obvious,” “it is like they are not
there at all,” “just removes the person so that the photo isn’t ruined,” and “provides the true privacy.”
All above results introduce that avatar and inpainting are practically more preferable and create a
better user experience than other effective obfuscations.

4.2.7 Would Privacy Obfuscations Change Privacy Behaviors? As a follow up question, partici-
pants answered whether they had ever decided not to upload a photo to an OSN for privacy reasons.
Fifty three percent of participants reported they had indeed done so. Over half (56%) of those who
had declined to upload a photo for privacy reasons reported that they would upload the photo
they previously declined to share, if having access to an obfuscation. We asked the 81 participants
who had privacy reasons that prevented them from sharing a photo in the past but reported they
would upload a photo using one of the obfuscations which which obfuscation they would choose.
Twenty-six percent selected face blurring, 17% selected face avatar, 16% preferred body avatar, and
16% would like to use body inpainting (Table 4 ).

5 DISCUSSION
Our overall goal is to increase the privacy options people have when sharing photos by discovering
obfuscations that are both effective against re-identification and preferred/likable by users. First,
we discuss the effectiveness of the obfuscations. We find that body obfuscations are generally more
effective than face obfuscations (see the "body vs. face" part of the Results section), and there is no
practical difference in user experience between face and body (for example, the likability difference
between face avatar and body avatar is just 0.2, which means participants have almost the same
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Table 5. Summary of photo obfuscation methods (body-obfuscations only because they are more effective;
see “Effectiveness: Face-obscuring vs. Body-obscuring.”) Effectiveness is defined by the difference in the
identification success percentage of as is and each body obfuscation (see Table 2). The misidentification of
as is is 23% (100% minus 77%). An obfuscation that achieves at least twice of as is misidentification (46%) is
defined as "Somewhat effective", so the identification success should be no more than 54%. An obfuscation
that achieves at least three times of as is misidentification (69%) is considered "Effective", so the identification
success should be at most 31%. Obfuscations are ordered from most to least effective.

Prior Use for
Privacy Protection Preference

Effectiveness
Against Human
Recognition

Effectiveness Against
Machine Recognition

Inpainting Less common. Used
for photo [73] and
video [41, 60, 85].

Preferred Effective Unknown, suspected
highly effective

Masking Less common. Used
for photo [40] and
video [41, 85].

Not preferred Effective Unknown, suspected
highly effective

Bar Rare. Used for video
[85].

Not preferred Effective Unknown, suspected
highly effective

Point-light Rare. Used for video
[17].

Not preferred Effective Unknown, suspected
effective

Avatar Rare. Used for photo
[65] and video [60,
70].

Preferred Somewhat
effective

Unknown, suspected
effective

Silhouette Less common. Used
for photo [60, 85] and
video [41].

Not preferred Somewhat
effective

Unknown, suspected
effective

Blurring Common. Used for
photo [6, 29, 35, 49]
and video [10]

Less-preferred Ineffective Ineffective [46, 55]

Pixelating Common. Used for
photo [24, 45, 80] and
video [11, 39].

Less-preferred Ineffective Ineffective [55]

As is N/A Preferred Ineffective Ineffective [61]

attitude towards these two obfuscations). Hence in the following discussions, we only discuss body
obfuscations which are relatively more effective and without user experience decreasing. Next, we
discuss the user experience of the obfuscations. Finally, we integrate these, along with prior work
on machine re-identification (vs. human re-identification) to generate recommendations about the
most effective and likable obfuscations for photo privacy (Table 5).

5.1 Effectiveness: Face vs. Body
We found that body-obfuscations were more effective than face-obscuring obfuscations with a 9%
success difference (see section Body vs. Face). From the practical perspective, obscuring the body
is also supposed to be more effective against human recognition than obscuring the face because
it can conceal more details such as clothes, gestures, gender, race, and height that may reveal a
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person’s identity [1, 67]. Similarly, machines may be able to infer a person’s identity from a photo
with only the face obscured based on body information or the same clothes appearing in different
photos over time [59]. In the case of OSNs, this effect would be exacerbated because we would
expect people to primarily view familiar faces; blurring and pixelating are even less effective for
familiar vs. unfamiliar faces [24]. Because they are more effective overall both in our work and in
previous work, in the following discussion we only consider body obfuscations.

5.2 Moving Beyond Blurring and Pixelating
Although blurring and pixelating are commonly used both in research and in practice [6, 35, 80],
our results suggest that they are two of the least effective obfuscation methods against human
recognition (identification rates as high as 67%, Table 2; with above average confidence, Figure 2
and Table 3).

Consistent with prior work on blurring and pixelating obfuscations against human recognition
[8, 45], participants in our study were able to identify humans who were blurred and pixelated in
photos. This may because these obfuscations fail to hide body shape, skin and hair color. Color cues
are important in face recognition. The effect of color becomes more evident when shape cues are
degraded [84]. As we mentioned in section “Controlling Content”, these features may also allow
the obscured photo to be re-identified by machines. For example, generative adversarial networks
(GAN) [46], and artificial neural networks [55] worked well to identify blurred and pixelated faces
[55].
On the other hand, inpainting, masking, bar, point-light, and avatar are much more effective

in obfuscating the target in each photo (Table 2). Participants are also less confident about their
ability to identify people who are de-identified using these obfuscations (Figure 2 and Table 3),
regardless of whether their identification is correct or incorrect. In other words, these obfuscations
are effective and viewers feel less confident in their ability to recognize targets when viewing them.
This finding is consistent with prior work about the relationship between activity visibility and
perception confidence that the less visible an activity is, the perceptions are more likely to derive
from participants’ own experiences, thus lower accuracy and confidence they have [4].

Perhaps surprisingly, participants were only somewhat unconfident (with mean ratings around
three), rather than very unconfident about their ability to recognize targets in effective obfuscations.
Partly, this may be due to the effect of our experimental interface. Participants were forced to
make a choice even when they did not know which target was present. Once they made their
choice, cognitive dissonance may have led them to report they were “somewhat” rather than “very”
unconfident in that choice. Alternatively, or additionally, Americans are more likely to choose a
Likert option that indicates positive emotion [47]. Participants may have chosen the most positive
choice (somewhat unconfident) among the options on the unconfident side of the scale. These
speculations do not take away from the key finding: participants were less confident in their
recognition of effective obfuscations.
Inpainting, which removes all visual clues about the person in a photo, is the most effective

obfuscation, yielding a mere 19% identification success, which is notably, less than chance (25%).
When target is present, this rate decreases to 7% which is much lower than chance, indicating, as
expected, participants were unable to identify a target in this condition. When the target is absent
most participants chose “None of above” because the target is completely removed, resulting in
more correct rejections (67%). In a sense, this is an ideal scenario: rather than trying to guess the
target’s identity, it is better for viewers to simply assume that there is no one there at all.

Proc. ACM Hum.-Comput. Interact., Vol. 1, No. 2, Article 67. Publication date: November 2017.



Privacy-enhancing obfuscations for photos 67:17

Fig. 5. Scatterplot of Likability (X axis) against Identification Success (Y axis). This plot shows the general
trade-off between effectiveness and user experience. However, body avatar and body inpainting are outliers.
They are both effective and provide a good user experience.

5.3 User Experience
The upward slopes in Figures 3–5 demonstrate that overall, there is a trade-off between obfuscation
effectiveness and user experience: obfuscations with a higher effectiveness have a lower user
experience in terms of satisfaction, information sufficiency, enjoyment, social presence, and likability.
The scatter plot in Figure 5 , which plots likability against identification success, also demonstrates
this trend.
Blurring and pixelating are subtle; they preserve many visual features of an image such as the

colors and shapes [84]. Because of the subtlety, people may not notice the affected region at first
glance. While this subtlety may contribute to relatively high levels of satisfaction, it also likely
results in their relative ease of recognition. Conversely, masking, bar, and point-light are more
effective, but they are less satisfying, give insufficient information, are less enjoyable, and lack a
sense of social presence. This is also reflected by the preference percentages (only around 2%) and
qualitative feedback of these three obfuscations. For example, participants thought dots or lines
damaged the photo aesthetics. As we will discuss in the following section, inpainting and avatar
are exceptions that are both effective and provide a relatively good user experience.

5.4 Better Options: Inpainting and Avatar
Although effective obfuscations are generally less satisfying (Figure 5 ), inpainting and avatar are
outliers to this trend. They are very effective, and, as compared to other effective obfuscations,
have high levels of satisfaction, information sufficiency, enjoyment, social presence and likability.
We could argue that the user experience ratings of inpainting should be similar to the as is

condition, because inpainting does not add unrelated content (e.g. a large gray box) to the image.
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Ostensibly, with the target completely removed and the area filled in by existing photo content, the
only difference is the number of people in the group photo. However, after removing the target,
an unnatural seeming space were left, damaging the composition [48]. Furthermore, participants
probably knew, based on in-study experience, that there likely used to be a person in the gap they
saw in the photo. The awkwardness of this gap may have reduced the user experience.
Future versions of inpainting could improve the user experience by using more sophisticated

image re-construction techniques to recompose the picture after removing the target [21, 30]. Using
these techniques, we can imagine a system that could first extract the people in the photo, identify
and fill gaps in the background, and finally put the people back to achieve an optimal composition,
but without the target. Indeed, we see promising commercial applications that have elements
of this functionality already present such as Photoshop’s “content aware patch” and Snapseed’s
“Expand [75] ” feature. While currently these advanced editing options are not suited to the task
(e.g., sometimes these generate unnatural double images), we see promise for techniques such as
these to create inpainting obfuscation options that provide a better user experience.

Unlike inpainting, avatar does add content to an image, sowemight not expect the user experience
ratings of avatar to be similar to as is. However, the user experience ratings of the avatar obfuscation
were higher than all other effective obfuscation methods, and therefore should be further explored.
One noteworthy thing about avatar is that the photo enjoyment rating of body avatar is slightly
higher than face avatar, indicating that people may prefer to see a complete cartoon character rather
than just a cartoon face. However, except for Bitmoji [9], existing approaches to avatar creation
mainly focus on generating avatars that look somewhat like the target, but with an exclusive
focus on the face (e.g., facial component matching [65]). Future avatar-based approaches for photo
obfuscation may benefit from the development of methods to create full-body avatars instead of
face avatars as this may improve the user experience.

Our results show that avatar and inpainting also provide a greater sense of human contact than
other effective obfuscations. For avatar, the cartoon human character preserves the target’s facial
expression and gesture. Viewers may feel this feature allows them to perceive human contact both
among the people within the photo, and between themselves and the people in the photo [5]. For
inpainting, since the target is totally removed, people may be less likely to be jarred by the visual
indicator of the lack of presence of a person in the photo. People tend to select the medium that
they perceive to have the highest human contact, hence enough human contact in a photo or on
OSNs would increase their participation and encourage them continue using the medium [28].

Participants qualitative input was consistent with the quantitative results about users’ experience.
For example, inpainting and avatar are more likable and preferable than other highly effective
obfuscations. In open response format, participants mentioned that they liked inpainting because
“it is the most thorough privacy technique,” “it seems you were never there in the first place and
there is no way to identify you,” “it is the best way to make the photo visually appealing,” and
“provides true privacy.” For avatar, they stated it is “cute and fun,” “catches the eyes,” “still shows the
person in a positive light,” and “inserts personality, you can customize it.” Participants’ comments
revealed that they preferred face blurring for many of the reasons they liked inpainting and avatar,
but were unaware of the ineffectiveness of blurring. Participants reported that they thought blurring
“adequately hides identity while still giving information about the original photo and person’s
attitude,” “the body without a clear face doesn’t tell much,” and “preserves the integrity of the
picture while providing some form of privacy.” This implies that, perhaps because of its widespread
use, people are unaware that blurring is ineffective against both human (Table 2 and Table 5) and
machine identification [46, 55]. One clear implication is that if users are provided with obfuscation
options, they should be clearly informed about the benefits and drawbacks of each (e.g., blurring is
ineffective as a privacy-enhancement).
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Finally, inpainting, avatar and face blurring were the most commonly selected obfuscations
people would want to use to obscure a photo they had previously declined to upload to an OSN
for privacy reasons. Participants reported they would be willing to upload that photo, if they had
an obfuscation available as a solution to their privacy dilemma. These results indicate that ob-
fuscation methods, especially inpainting and avatar, have the potential to dramatically
increase the privacy options available to people who want to share photos on OSNs. In
OSN scenario, users can inpaint themselves in a photo which their friend uploads, that generates a
re-constructed photo that is closest to the original one. Hence, the photo uploader will not feel much
sharing loss, and viewers will not even be aware. On the other hand, though both the uploader and
viewers will be aware of the avatar obfuscation, it brings positive emotions, as our participants
stated: “cute” and “fun.” It is similar to other frequently used applications which add cartoon figure
or emoji in a photo. Avatar makes photos more interesting and protects privacy. Both obfuscations
reduce privacy conflicts in photo sharing on OSNs.

5.5 Obfuscation Timing: at capture, upload or share?
Besides the obfuscation methods, obfuscation timing is also important to consider when developing
photo privacy control mechanisms. Obfuscations can be applied at various stages of photo process-
ing: at the time of capture, on the device, at the time of upload, or at the time of sharing. Applying
an obfuscation at each stage has different privacy benefits and addresses different concerns [43].
Applying at the time of sharing means that an OSN, for example, would gain access to a raw
photo (including identifiable information) but “friends” may not see the raw photo because of the
obfuscation, which addresses concerns about social threats [32, 43]. On the other hand, we could
apply an obfuscation at the time of photo capture, such that only an obfuscated image is captured
on a device (e.g., phone). In this example, an image would be obfuscated before upload, and an OSN
would never gain access to the raw photo, which addresses organizational threats related to OSN
providers and various third parties [43].

We already see somewhat related commercially available examples of the first situation, where
“filters” are applied at the sharing stage (e.g., Facebook and Snapchat photo filters [31, 69]). How-
ever, these obfuscations are not designed to obfuscate, nor are they likely effective as a privacy-
enhancement, though this warrants future investigation. From our qualitative data, we know that
at least some participants have privacy concerns about the privacy of their photos as shared with
platforms (e.g., an OSN like Facebook). One participant raised his/her concern about this by saying:
“Facebook identifies you first, then blurs you, but Facebook already tracks you.” People fear that their
information will be collected, stored, sold, and reuse by OSN providers or other third parties [43].
One possible solution, therefore, is to apply privacy obfuscations before uploading images to

such platforms. However, identifying and obfuscating sensitive parts in an image is computationally
resource-intense, for example, increasing CPU usage [42]. A remarkable degradation in efficiency in
case of devices is observed with the increase in the number of people in the photos being processed.
Thus, accomplishing privacy obfuscation on a device (vs. offloading to the cloud, for example) will
require a re-thinking of desired device capabilities. Should new cameras be designed with computer
vision capabilities on board, as suggested by [16]? How can automated redaction be done in a more
efficient (from a memory, power, etc. perspective) on the device rather than on the cloud so that
private information does not need to leave the device thus putting it at greater risk for leaking,
hacking, etc.?

6 LIMITATIONS AND FUTUREWORK
First, other information, besides a visual representation of the face and body of a person can be
revealing. The risk of contextual cues in identification is particularly acute in OSNs because of
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their social nature. For example, in an OSN un-obscured mutual friends, the background [71], any
text or personal belongings, the comments under the photo [35], and the time and location [77]
may lead to identification of an obscured person. The approaches we have identified here may be
similarly effective and satisfying when applied to these contextual photo elements. However, this
is certainly worth investigating in the future.

Second, participants were recruited via mTurk. Though Turkers are relatively more demographi-
cally diverse than the sample collected by other means [12], recruiting this way has drawbacks. For
example, MTurk only allows studies to be conducted online and has a unique nature of labor [54].
Future work should replicate this study with non-mTurk participants.
Third, we expected to see more spread across user experience scores, and were especially

surprised by the low baseline scores for as is. We expect some the relative homogeneity of scores
may be due to the limited photo quality. Because user experience scores were low in the baseline
condition there was less room for differences to emerge between baseline and other conditions.
Thus, while we saw statistically different scores, these differences were small (less than one point
on a seven-point scale).
Fourth, the user experience rating of masking is the worst compared to all other obfuscations.

Besides the box covering content in the photo beyond just the target, the gray color used may also
be an issue. We decided to use gray for the box to ensure a consistent experience and to prevent any
gender indication, (e.g., a pink box could indicate the obscured target is a female [37]). However,
gray may evoke negative emotions compared to warmer and brighter colors and result in less
perceived human contact both within the photo and between the viewer and the photo [52].
Finally, a research question around computer vision emerge from this work: What automated

interpolation techniques are most effective at creating effective, acceptable and seamless inpainting?
For example, reconstructing 3D models of world landmarks using collections on photo sharing sites
may allow recovery of obfuscated parts of photos [21]. Future studies need to further investigate
how platforms and devices might implement the user experience enabling these obfuscations.

7 CONCLUSION
There are two elements to protecting privacy: recipient and content. While most prior work in
photo privacy focused on controlling the recipient, in this work, we focused on controlling the
content. We evaluated 14 obfuscation methods in terms of their effectiveness against human
recognition and user experience. The results show that the two most commonly studied and used
obfuscations, blurring and pixelating, are not effective at preventing humans (or, drawing from
related work, machines) from recognizing the content of a photo. Thus, the most commonly used
privacy obfuscations do not provide privacy protection. We then introduce novel obfuscations that
are effective at preventing humans from recognizing content in an image. Of the highly effective
obfuscations we introduce, we then analyze these from the perspective of user experience finding
that inpainting, which totally removes the content from the photo, and avatar, which replaces the
content with an avatar, outperform other obfuscations. We suggest that body inpainting and body
avatar show promise as photo privacy-enhancing technologies because they are effective from a
human recognition perspective and provide a good user experience.
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