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Abstract

Computer vision can lead to privacy issues such as unau-
thorized disclosure of private information and identity theft,
but it may also be used to preserve user privacy. For exam-
ple, using computer vision, we may be able to identify sen-
sitive elements of an image and obfuscate those elements
thereby protecting private information or identity. How-
ever, there is a lack of research investigating the effective-
ness of applying obfuscation techniques to parts of images
as a privacy-enhancing technology. In particular, we know
very little about how well obfuscation works for human
viewers or users’ attitudes towards using these mechanisms.
In this paper, we report results from an online experiment
with 53 participants that investigates the effectiveness two
exemplar obfuscation techniques: “blurring” and “block-
ing”, and explores users’ perceptions of these obfuscations
in terms of image satisfaction, information sufficiency, en-
joyment, and social presence. Results show that although
“blocking” is more effective at de-identification compared
to “blurring” or leaving the image “as is”, users’ attitudes
towards “blocking” are the most negative, which creates a
conflict between privacy protection and users’ experience.
Future work should explore alternative obfuscation tech-
niques that could protect users’ privacy and also provide
a good viewing experience.

1. Introduction

Advances in computer vision have amplified already in-

tense concerns about personal privacy. Whereas last century

humans had to manually extract information from images,

now computers can do so automatically [31]. Computer vi-

sion allows faster processing and analysis of images which

means that any image that is captured digitally can provide

more information than ever before, increasing potential pri-

vacy implications.

Privacy problems commonly arise in Online Social Net-

works (OSNs), where personal information about a user

such as relationships, affiliations and personal belongings

can be learned from analyzing her/his photos [32, 58, 71].

In addition, deep learning has recently emerged as one of

the most effective machine learning techniques for image

segmentation and analysis [12, 46, 57, 66]. Using deep

neural networks, attackers can extract objects from an im-

age and also learn image semantics, such as the relation-

ships between persons in an image, with a high degree of

precision. Besides, using Optical Character Recognition

(OCR) technology, attackers can also extract private textual

information in an image, such as credit card numbers or so-

cial security numbers [49, 62]. Such computer vision-based

techniques can be even used to perform “shoulder surfing
attacks”, which involve exposing private or sensitive infor-

mation on a computer or smartphone screen to unauthorized

individuals [49, 58, 71].

Aside from amplifying privacy consequences, computer

vision may also be useful in preserving user privacy, be-

cause the mechanisms used to detect sensitive information

can also be used to obfuscate that information in an image

before posting it online.

Outside the computer vision community, there are two

common approaches that protect image privacy: control-

ling the access to an image, and controlling the image

content [8]. The first approach has been investigated

extensively, especially in online image privacy research

(e.g., [5, 29, 30, 59, 61]). For example, in the context of

the OSN, Facebook , “Restrict Others” is a tool that pro-

vides a communication channel between the photo uploader

and other stakeholders in the photo, so that the stakehold-

ers can request that the owner sets access restrictions for

certain viewers [5]. However, studies on this image access

control mechanism unearthed negative effects, such as in-

creased social tension between the owner and stakeholders

[5], and an increased loss of information due to conflicting

sharing requirements imposed by multiple users in an im-

age, for example, if one stakeholder sets restrictions such

that few people can access the image [61].

A second, less well-studied approach is to control the

disclosure of image content [9]. In this approach, each im-
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age element may be disclosed at a granular level. for exam-

ple, instead of obfuscating the whole image, we may choose

to obfuscate only part of the image content [10, 32, 67].

One benefit of this approach is that it may simultaneously

preserve user privacy and reduce sharing loss. A common

way to control image content is to blur a person’s faces in

an image [4, 32, 37, 40, 42, 67]. In this way, even if the im-

age is shared with unintended viewers, they may be unable

to discern the identity of the person in the image [32].

Various elements in an image reveal personal informa-

tion about stakeholders besides identity. People may con-

sider some of these elements, such as objects in the image,

the background setting and people within the image to be

particularly sensitive [28]. For example, computer or phone

screens may reveal sensitive information when captured in

an image if not obscured [34], and Google Street View ob-

scures faces and license plates by blurring them [22].

One widely used way to obfuscate sensitive informa-

tion in an image is to smooth the image and remove the

details using a Gaussian blur [27]. Indeed, blurring is

the most commonly investigated and adopted obfuscation

method in prior research across disciplines and has been

applied to online photos, online videos, video surveil-

lance and images published in newspapers or on televi-

sion [22, 25, 40, 76]. There are different levels of blur-

ring obfuscation. Increasing the blur level generally reduces

the accuracy of identification by both machines and human

viewers [25, 40, 42, 72, 73, 74].

In most of the aforementioned studies researchers used

square face blurring, which has a number of drawbacks.

First, since the blurred region is only the face, some body

features can provide important hints for identification, such

as clothes and gestures [1, 55]. Indeed, blurring the en-

tire body is more effective than just blurring the face [11].

Second, square blurring may cover more than just the sensi-

tive image content. For example, part of the adjacent back-

ground or objects may be blurred, causing loss of image

quality without providing enhanced privacy. This may po-

tentially reduce users’ satisfaction with an image.

Despite the ubiquity of blurring and even with increased

effectiveness of higher levels of blur that may protect im-

age contents from human identification, we know that

blurring is at least partially reversible using automatic re-

identification. For example, the generative adversarial net-

work for image super-resolution discussed in [41] helps re-

cover the finer details; investigating the space spanned by

the blurred image also facilitates re-identification [24]; arti-

ficial neural networks can be trained to recognize obscured

faces, objects, and handwritten digits [47]; the attack algo-

rithms discussed in [26, 65] are used to identify blurred and

pixelated faces; the Custom Pictorial Structure technique

used in [13] can re-identify the person by his/her pose; and

similarly, faceless recognition can be accurate through an-

alyzing clothes and pose [51]. These techniques are fairly

accurate; the accuracy of the top one guess of the identity

of a person in a blurred image by a deep learning algorithm

is 58%, and at five guesses, this rate increases to 86% [47].

In artificial neural networks designed to defeat image ob-

fuscation, pixelating, blurring, and P3, which protects the

privacy by splitting each JPEG into a public image and a

secret image, were all found to be ineffective at protect-

ing against attacks [47]. As an alternative method, block

obfuscation, in which a solid block covers the person’s en-

tire body, provides more privacy than blurring in the con-

text of video assistive monitoring [19]. We similarly expect

a higher objective effectiveness when using blocking com-

pared to blurring for still images. Besides effectiveness, we

are also interested in viewers’ experience of both the blur
and block obfuscations.

Even if humans are not the “gold standard for extract-

ing data from visual data” [47], it is still important to un-

derstand what obfuscation methods are effective for human

viewers. From a social perspective, humans are the intended

recipients, rather than machines, and while some may try to

visually infer the identity of an obfuscated person, most will

not go so far as to employ machine learning to achieve this

goal. Considering human abilities alongside computer vi-

sion will therefore paint a more complete picture for our un-

derstanding of the overall effectiveness of obfuscation tech-

niques.

OUR GOAL. Our goal is to investigate the effectiveness

of blurring and blocking as privacy enhancing tools against

human recognition, and to explore users’ perceptions of

these obfuscations from the perspective of image satisfac-

tion, information sufficiency, image enjoyment, and social

presence.

Various elements in an image are considered sensitive,

such as objects, people, or visible textual private informa-

tion [28]. We select the people in the image as the ele-

ment to be protected in this study because identity manage-

ment is extremely important, especially in an online envi-

ronment [2]. We expect that the findings about effectiveness

and perhaps viewer experience may be applied to other im-

age sensitive elements such as text, objects, and background

setting.

We focus on two types of obfuscation: blurring and

blocking. As mentioned in previous paragraphs, blurring

the entire body is more effective than just blurring the

face [11]. Therefore, in our study, we deployed entire body

blurring. Moreover, to achieve both privacy and higher sat-

isfaction, we made the blurred region follow the body shape

rather than square. For blocking, we applied a gray square

block covering the person’s body. We used a neutral gray

across all images to avoid possible color bias in users’ per-

ception of image satisfaction.

Besides investigating obfuscation effectiveness, we also
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Figure 1. Experiment Interface.

explore users’ perceptions (in terms on satisfaction, infor-

mation sufficiency, enjoyment, and social presence) of these

obfuscations. In common usage scenarios, such as images

shared via OSNs, the target audience is humans so it is im-

portant to understand whether these obfuscations may be

detrimental to the viewers’ experience. To our knowledge,

this is among the first research focusing on both effective-

ness against human recognition and users’ perceptions of

blurring and blocking as privacy-enhancing obfuscations,

though see [44] for emerging work in this area.

2. Method

We conducted a within-subjects experiment with three

obfuscation conditions: as is (no obfuscation is applied),

blurring, and blocking. We investigated the effectiveness

(defined here as the inability for humans to identify the tar-

get person) and users’ perceptions of these obfuscations.

For obfuscation effectiveness, we first measured the

identification success by asking participants to “Please

identify the person indicated by the orange arrow” with four

choices (three photos including the target person and two

distractors and “None of above”). Next, we measured par-

ticipants’ identification confidence from 1 ‘completely un-

confident’ to 7 ‘completely confident’ [53] (Figure 1).

For viewers’ experience, we measured image satisfac-

Figure 2. Examples of blurring and block obfuscations.

tion [16], image information sufficiency [56], image en-

joyment [54], social presence [39], and obfuscation lika-

bility [50] by asking participants to rate the following five

statements: “The photo is satisfying”, “The photo provides

sufficient information”, “I enjoy the photo at this moment”,

“There was a sense of human contact when I saw the photo”,

and “I like the [blur, block, as is] obfuscation”. We used

seven-point response scales from 1 ‘Strongly disagree’ to 7

‘Strongly agree’ for each of these questions.

2.1. Participants

Fifty-three participants were recruited via Amazon Me-

chanical Turk. There were 21 men, and 30 women. Two

participants preferred not to reveal their gender. Seventy-

five percent of participants ranged in age from 24 to 44, and

74% were white.

2.2. Stimuli

IMAGE CREATION. We selected 14 targets (11 males,

3 females) who were the people to be identified in the exper-

iment. Their races include White, Asian, African American,

and Hispanic/Latino Americans [63]. We applied three ob-

fuscation conditions (as is, blurring, and blocking) on each

target image (Figure 2). All images have the same qual-

ity and composition, with three background people, and a

similar campus scene background.

ID PHOTOS. We collected one ID photo consisting of a

full body image from each target, and three full body images

of similar looking people (Figure 1).

2.3. Procedure

Participants first gave informed consent, and then began

the online experiment. Before the data collection began,

participants were provided with training to familiarize them

with the tasks they would perform. Each participant viewed

one image in each of the three conditions (as is, blurring,

and blocking), and the order of the images was randomized.

For each image, they were asked to identify the target per-

son by selecting one of four options (three full body images,

and “None of above”) (Figure 1). The target was presented

among the four options in 79% of the test rounds, and absent

in the remaining 21% (selected at random). After identifi-

cation, participants rated their confidence. Next, they rated
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As is Blurring Blocking

Identification

Success

All

cases
81% 68% 19%

Target

present
82% 80% 7%

Target

absent
79% 44% 70%

Table 1. Successful identification by obfuscation type.

the four statements regarding their satisfaction, information

sufficiency, enjoyment, social presence, and the likability of

the image, before moving to the next round.

3. Results
We present the results in terms of obfuscation effective-

ness, which contains identification success and confidence,

and users’ perception of the three obfuscation conditions1

in terms of image satisfaction, information sufficiency, en-

joyment, social presence, and likability.

3.1. Obfuscation Effectiveness

IDENTIFICATION SUCCESS. We used a signal detec-

tion analysis approach to classify the identification results

into four categories: hit (the target is present, and the re-

sponse is correct), miss (the target is present, but the re-

sponse is wrong, including selecting the wrong person, and

“None of above”), correct rejection (the target is absent, and

the response is “None of above”), and false alarm (the target

is absent, but participant does not select “None of above”).

The Tukey post hoc tests on logistic mixed-effects mod-

els showed that the overall identification success rate (hit

+ correct rejection) of as is (81%) is slightly higher than

blurring (68%), but the difference is not significant (p =

.19); and the success of both is much higher than blocking
(19%) (both ps <.001). When the target is present, the suc-

cess rates (hit) of as is (82%) and blurring (80%) are almost

identical (p = .98), while the difference between these two

and blocking (7%) becomes larger (both ps <.001). On the

contrary, for “target absent” cases, the success rates (correct

rejection) of as is (79%) and blocking (70%) are similar (p =

.78). The rate of blurring decreases to 44%. There is a dif-

ference between blurring and as is (p <.05), while between

blurring and blocking, the difference is not significant (p =

.36) (Table 1).

IDENTIFICATION CONFIDENCE. In Figure 3, the

confidence of “total correct” shows the confidence of both

“hit” and “correct rejection”; the confidence of “total

1We tested 14 conditions in all, but focus on three exlemplars here due

to sample size limitations. See [45] for more information.

Figure 3. Mean values of the identification confidence, error bars

represent the standard error of the mean.

wrong” represents both “miss” and “false alarm”. The pat-

terns of “hit”, “miss”, and “correct rejection”, are similar:

the confidence for as is is slightly higher than for blurring
(scores are all around five to six, corresponding to confi-

dent) though not significant (ps >.05). In “hit”, the confi-

dence of as is is much higher than blocking (between two

and three, which corresponds to not confident; p <.001).

For “false alarm”, the confidence ratings of all three ob-

fuscation conditions are below four, which corresponds to

not confident, although the confidence for as is (M = 3.67,

SE = 0.21) and blurring (M = 3.40, SE = 0.19) is slightly

higher than for blocking (M = 2.33, SE = 0.32) (both ps

>.05).

3.2. Users’ Perception

Image satisfaction, enjoyment, social presence, and lika-

bility scores are presented in Figure 4 and Table 2. An anal-

ysis of the linear mixed effect model on image satisfaction

scores yielded significant variation among three obfuscation

conditions, χ2(2) = 60.55, p <.0001, indicating the obfus-

cations affected satisfaction differently. The Tukey post hoc

test showed that each obfuscation type is significantly dif-

ferent from the other at p <.001, with as is being the most

satisfying, then blurring, and then blocking.

Similar patterns occur for image information sufficiency

(χ2(2) = 131.15, p <.0001), image enjoyment (χ2(2)

= 75.10, p <.0001), social presence (χ2(2) = 77.63, p
<.0001), and likability (χ2(2) = 60.10, p <.0001). From

the post hoc test results, each condition differs from both

others significantly (all ps <.001), except for likability: the

likability of as is and blurring are significantly higher than

blocking (both ps <.001), but there is no significant differ-

ence between as is and blurring.
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Figure 4. Mean values of the image satisfaction, image informa-

tion sufficiency, image enjoyment, social presence, and obfusca-

tion likability, error bars represent the standard error of the mean.

4. Discussion
Overall, it is easiest for participants to identify the peo-

ple in images where no obfuscation is applied (as is): the

identification rate for this condition is 80%. However, the

identification rate for blurring, the most commonly used ob-

fuscation method in previous academic research and indus-

try practice [32, 42, 72], is also quite high, at 68%. When

the target is present in the photo, the success rate further

increases to 80%, which is almost the same as as is. If

blurring is applied to the face only, as is often the case

(e.g., [25, 32, 42]), we can infer that the identification suc-

cess rate would probably be even higher.

Hence, blocking appears to be a better privacy-enhancing

technology, because it removes all hints about targets, thus

prevents them from being identified. Note that when the

target is absent, the success rate increases to 70%. This is

because without any clues, most participants tend to select

“None of above” when both targets are present or absent,

resulting in wrong responses in cases where the target is

present, and more correct responses in those cases where

the target is indeed absent.

In cases where identifications were correct (“hit” and

“correct rejection”), the confidence ratings for blurring and

blocking are lower than for as is. This indicates that even

if participants are able to successfully identify the targets

in images, they are less certain of their answer for obfus-

cated images versus non-obfuscated images. This means

that while blocking and even blurring may provide some

level of plausible deniability which is a desirable character-

istic for enhancing privacy [69]. Note that participants were

still rather confident for blurring cases, so blocking is again

the better obfuscation method, as it results in lower levels

of identification confidence.

Note that “miss” and “false alarm” cases mean that peo-

ple mistakenly identify a different person as the target in an

As is Blurring Blocking

Image

satisfaction

4.83

(0.20)

3.74

(0.21)

2.51

(0.19)

Image In-

formation

Sufficiency

5.45

(0.18)

4.06

(0.20)

2.00

(0.15)

Image

Enjoyment
4.81

(0.20)

3.79

(0.19)

2.42

(0.19)

Social

Presence

5.02

(0.21)

4.08

(0.20)

2.51

(0.18)

Likability
4.98

(0.27)

4.19

(0.24)

2.15

(0.21)

Table 2. Image satisfaction, image information sufficiency, image

enjoyment, social presence, and likability means for as is, blur-
ring, and blocking. Standard errors of the means appear in paren-

theses below the means.

image. Such mis-identifications, while perhaps contributing

positively to plausible deniability, may have a negative ef-

fect on the mis-identified person. For example, when either

the image’s background setting or the behavior of the target

itself is inappropriate the mis-identified person could suffer

the social consequences. The low identification confidence

of blocking eliminates this threat.

From the perspective of obfuscation effectiveness

against human recognition, blocking performs the best.

However, considering image satisfaction, information suffi-

ciency, enjoyment, and social presence, we found that users’

experience of the blocking was far worse than the blurring
condition. A person is an important component of a group

photo, and for our stimuli we added obfuscation on the per-

son who is in the middle of the photo. Hence, both blurring
and blocking lead to a reduction in aesthetic and integrity of

the photo [43], which results in lower satisfaction compared

to the original image [23]. Note that users’ satisfaction with

blocking is lower than with blurring, arguably because the

square mask covers more content.

In some cases, part of the adjacent people in the image

may also be covered, which explains the lower informa-

tion sufficiency of blocking compared to as is and blurring.

Although in blurring the target’s whole body is blurred,

some traits are still detectable, such as height and skin

color [1, 55], which yield to higher information sufficiency

than blocking.

The integrity and aesthetic of the image may influence

enjoyment as well, so it is not surprising that blocking tends

to be the least enjoyable.

Since viewers are less likely to easily identify the per-

son, and because it is hard to perceive the person’s facial
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expression, the sense of human contact appears to be lower

between not only viewers and people in the image, but also

the people’s interaction within the image. This arguably re-

duces social presence for the blurring condition and even

more pronouncedly so for the blocking condition. If apply-

ing these obfuscations on OSNs, lack of human contact in a

photo would decrease users’ participation and reduce their

motivations of using the medium [21].

For obfuscation likability, there is no major difference

between as is and blurring, as the ratings indicate partici-

pants like both. However, they dislike blocking, with a rat-

ing as low as 2.15 out of 7.

Notably, the ratings across all five measurements for as
is are not as high as we expected, as none of them are greater

than 6 (Figure 4). This may indicate an overall lack of qual-

ity of the images we created. On the other hand, this shows

that we did not have ceiling effect. The ratings of satisfac-

tion, information sufficiency, enjoyment, social presence,

and likability may be higher than current ratings if we ap-

ply obfuscation on an image with better quality.

To summarize: blocking is much more effective in de-

identification comparing to blurring and as is for both hu-

man recognition and, as others have found (cf. [19]), ma-

chine identification. However, users attitude towards block-
ing is not as good as it is towards blurring and as is, which

creates a conflict between privacy protection and users’ ex-

perience. Alternative obfuscation methods that provide both

privacy protection and a good user experience should be ex-

plored in future studies.

5. Limitations and Future Work
We note a number of limitations of this work. First,

we only focus on blurring and blocking in this paper. We

chose to focus on these obfuscations because the repre-

sented extreme ends of a spectrum of possible obfusca-

tions. Other possible obfuscations along this spectrum in-

clude pixelating [6, 17, 20, 25, 35, 37, 40, 68], silhou-

ette [18, 38, 52, 75], morphing [33, 36], and inpaint-

ing [14, 15, 38, 52, 60, 64, 70, 75, 77, 78]. Now that we

know the effectiveness and viewers’ experience about the

extreme ends of the spectrum, future work should explore

other points along the spectrum.

Second, we know that the level or intensity of blur-
ring affects obfuscation effectiveness against human recog-

nition [25, 40]. We adopted a lower-intensity blurring (the

lowest blurring level in [40]) which may have led to a higher

identification success over stronger blur options. Future

work should investigate the effect of more intense blurs, or

other blur modifications that may make blurring more ef-

fective against human recognition. From a machine vision

perspective, with the increasing blurring intensity, the iden-

tification accuracy decreases [3, 25].

Third, all targets in the images were unknown to the

participants, which does not match a likely usage scenario,

where targets may include both unfamiliar and familiar peo-

ple. When people are familiar with each other, we expect a

higher recognition rate [7, 17]. Fourth, the targets in our im-

ages and the participants in our study included a number of

different races. This may influence identification success,

since people tend to be better able to identify faces of oth-

ers who match their race [48]. Last, we used blurring along

the body shape rather than square blurring, which may in-

crease the identification success, because some information

may be gleaned from the target’s body shape.

In future studies, we plan to explore alternative obfusca-

tion methods that are both effective and satisfying. We also

plan to study how these obfuscation methods can be applied

to other privacy-sensitive image elements such as a diabetic

bracelet or a beer can, or privacy sensitive background set-

tings such as a seedy bar or a hospital.

6. Conclusion
In this paper, we evaluated two obfuscations (blurring

and blocking) in terms of their user experience and effec-

tiveness against human recognition. Results suggest that

blurring (the most commonly used obfuscation) is much

less effective at preserving privacy than blocking. How-

ever, from the perspective of satisfaction, information suf-

ficiency, photo enjoyment, social presence, and likability,

blocking is less desirable than for blurring and as is. Hence,

there is a need to develop and evaluate alternative obfus-

cation methods that both protect privacy and provide good

user experience.
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