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Abstract--We s tudy  a class of circuit-switched wave- 
length-routing networks with fixed or alternate routing and 
with random wavelength allocation. We present an iterative path 
decomposition algorithm to evaluate accurately and efficiently the 
blocking performance of such networks with and without wave- 
length converters. Our iterative algorithm analyzes the original 
network by decomposing it into single-path subsystems. These 
subsystems are analyzed in isolation, and the individual results 
are appropriately combined to obtain a solution for the overall  
network. To analyze individual subsystems, we first construct 
an exact Markov process that captures the behavior of a path in 
terms of wavelength use. We also obtain an approximate Markov 
process which has a closed-form solution that can be computed 
efficiently for short paths. We then develop an iterative algorithm 
to analyze approximately arbitrarily long paths. The path decom- 
position approach naturally captures the correlation of both l ink 
loads and link blocking events. Our algorithm represents a simple 
and computationally efficient solution to the difficult problem 
of computing call-blocking probabilities in wavelength-routing 
networks. We also demonstrate how our analytical techniques can 
be applied to gain insight into the problem of converter placement 
in wavelength-routing networks. 

Index Terms--Call-blocking probabi l i ty ,  converter placement, 
decomposition algorithms, wavelength-division mult ip lexing,  
wavelength-routing networks. 

I. INTRODUCTION 

R ECENT advances in wavelength-division multiplexing 
, (WDM) and optical switching make it possible to con- 

template the deployment of wavelength-routing networks that 
will provide backbone connectivity over wide-area distances 
and at very high data rates [7]. A wavelength-routing network 
consists of wavelength routers and the fiber links that intercon- 
nect them. Wavelength routers are optical switches capable of 
routing a light signal at a given wavelength from any input port 
to any output port, making it possible to establish end-to-end 
lightpaths, direct optical connections without any intermediate 
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electronics. The functionality of optical switches may be 
enhanced by employing wavelength converters, devices that 
are capable of shifting an incoming wavelength to a different 
outgoing wavelength [14], [1]. Wavelength conversion is a 
desirable feature since it improves the performance of the 
network in terms of call-blocking probability. 

While the operation of wavelength-routing networks is ex- 
pected to be similar to that of conventional circuit-switched 
networks, several new issues arise which add significant com- 
plexity to the problems of design and performance evaluation 
of the former. Specifically, the existence of multiple distinct 
wavelengths makes it necessary to employ a wavelength alloca- 
tion policy to assign one of the (possibly many) available wave- 
lengths to an incoming call. Similarly, the wavelength conver- 
sion feature gives rise to new problems associated with evalu- 
ating the benefits of conversion and optimally placing the con- 
verters at the various nodes. Also, dynamic (or adaptive) routing 
is tightly coupled with wavelength allocation, since it involves 
a search over available wavelengths in addition to a search over 
the possible paths for establishing a call. 

The problem of computing call-blocking probabilities under 
static (fixed or alternate) routing with random wavelength al- 
location and with or without wavelength converters has been 
studied in [1], [11], [2], [6], [14], [16], [15]. The model pre- 
sented in [1] is based on the assumption that wavelength use 
on each link is characterized by a fixed probability, indepen- 
dently of other wavelengths and links, and thus, it cannot cap- 
ture the dynamic nature of traffic. In [11] it was assumed that 
statistics of link loads are mutually independent, an approxima- 
tion that is not accurate for sparse network topologies. The work 
in [2] developed a Markov chain with state-dependent arrival 
rates to model call blocking in arbitrary mesh topologies and 
fixed routing; it was extended in [6] to alternate routing. While 
more accurate, this approach is computationally intensive and 
can only be applied to networks of small size in which paths 
have at most three links. A more tractable model was presented 
in [14] to recursively compute blocking probabilities assuming 
that the load on link i of a path depends only on the load of link 
i - 1. A study of call blocking under non-Poisson input traffic 
was presented in [16], under the assumption that link loads are 
statistically independent. Finally, in [15] a dynamic program- 
ming algorithm was developed to determine the location 6f con- 
verters on a single path that minimizes the average or maximum 
blocking probability. 

Other wavelength allocation schemes, as well as dynamic 
routing, are harder to analyze. First-fit wavelength allocation 
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was studied using simulation in [3], [11], and it was shown 
to perform better than random allocation, while an analytical 
overflow model for first-fit allocation was developed in [8]. 
A dynamic routing algorithm that selects the least loaded 
path-wavelength pair was also studied in [8], and in [12] 
an unconstrained dynamic routing scheme with a number 
of wavelength allocation policies was evaluated. We studied 
the first-fit and most-used allocation policies in [19], and we 
showed through analytical and simulation results that they 
exhibit very similar performance over a wide range of traffic 
loads and network topologies. 

Most of the approximate analytical techniques developed for 
computing blocking probabilities in wavelength-routing net- 
works [11], [2], [6], [16], [8], [12] make the assumption that link 
blocking events are independent and amount to the well-known 
link decomposition approach [5], while the development of 
some techniques is based on the additional assumption that link 
loads are also independent. Link decomposition has been ex- 
tensively used in conventional circuit-switched networks where 
there is no requirement for the same wavelength to be used on 
successive links of the path taken by a call. The accuracy of 
these underlying approximations also depends on the traffic 
load, the network topology, and the routing and wavelength 
allocation schemes employed. While link decomposition 
techniques make it possible to study the qualitative behavior of 
wavelength-routing networks, we believe that more accurate 
analytical tools are needed to both evaluate the performance of 
these networks efficiently, as well as to tackle complex network 
design problems, such as selecting the optical switches where 
to employ wavelength converters. 

In this paper, we consider a wavelength-routing network with 
an arbitrary topology. Each link in the network carries W wave- 
lengths. Call requests between a source and a destination node 
arrive at the source according to a Poisson process with a rate that 
depends on the source-destination pair. Call holding times are 
assumed to be exponentially distributed. We consider both fixed 
and alternate routing [5 ]. Infixedrouting, each source~testination 
pair is assigned a single path. If there are no wavelength converters 
in the path, a call is blocked if no wavelength is free on all links of 
the path. This is known as the wavelength continuity requirement, 
and it increases the probability of call blocking. If some nodes 
in the path employ wavelength converters, a call is blocked if 
no wavelength is free on all the links of any segment of the path 
consisting of links between successive nodes with converters. In 
alternate routing, a set of paths (consisting of one primary path and 
one ormore alternatepaths) is assignedto each source-destination 
pair. This set is searched in a fixed order to find an available path 
for the call. 

Once a path is selected, one of the (possibly many) free wave- 
lengths in the path must then be assigned to the call. We only 
consider the random wavelength assignment policy, whereby a 
call is allocated one of the available wavelengths at random. In 
a path with wavelength converters, a wavelength is randomly 
assigned within each segment of the path whose starting and 
ending nodes are equipped with converters. 

We develop an iterativepath decomposition algorithm [5] for 
computing call-blocking probabilities in wavelength-routing 

network. We analyze a given network by decomposing it into 
a number of path subsystems. To analyze each subsystem, we 
first develop an exact Markov process model for a path with 
and without converters. We then show how to slightly modify 
this process to obtain an approximate Markov process model 
which is time-reversible and which has a closed-form solution 
that resembles the product form solution in queueing networks 
[10]. The solution to the time-reversible Markov process pro- 
vides an accurate approximation to the blocking probabilities 
obtained through the exact process. Because of computational 
requirements, both the exact and the approximate Markov 
process models can only be applied to relatively short paths. 
For longer paths, we then develop an iterative algorithm for 
computing the blocking probabilities by decomposing a path 
into a series of shorter segments connected in tandem. Once 
the path subsystems have been analyzed in isolation, the 
individual solutions are appropriately combined to form a 
solution for the overall network, and the process repeats until 
the blocking probabilities converge. Our approach accounts 
for the correlation of both link loads and link blocking events, 
giving accurate results for a wide range of loads and network 
topologies. Also, our algorithm can compute call-blocking 
probabilities in a mesh network where only a fixed but arbitrary 
subset of nodes are capable of wavelength conversion. Finally, 
the algorithm can be used to develop and evaluate converter 
placement strategies. 

In Sections II and III we analyze a single path in wave- 
length-routing networks. In Section IV we present a path 
decomposition algorithm for analyzing mesh networks under 
both fixed and alternate routing. In Section V we validate our 
decomposition algorithm through simulation, and we also study 
the problem of converter placement. We conclude the paper in 
Section VI. 

II. A SINGLE PATH IN A WAVELENGTH-ROUTING NETWORK 

In this section we present an exact and an approximate 
Markov process for a k-hop path. We first study paths without 
wavelength converters, and then we extend our results to paths 
where converters are employed at some nodes. The following 
notation will be used in this and the next section (refer to 
Fig. 1). 

1) A k-hop path consists of k ÷ 1 nodes labeled 0, 1, . . . ,  k, 
and hop i, i = 1, . . . ,  k represents the link between nodes 
i - 1 and i. 

2) Aij, j _> i, is the Poisson arrival rate of calls that use hops 
i through j ,  i.e., they originate at node i - 1 and terminate 
at node j .  

3) 1//z is the mean of the (exponentially distributed) holding 
time of all calls. Also, pij =- )~ i j / l  ~ is the offered load of 
calls using hops i through j .  

4) n i j ,  j >_ i,  is the number of calls using hops i through j 
that are currently active in the network. 

5) fi j ,  j _> i, is the number of wavelengths that are free on 
all hops i through j .  
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Fig. 1. A k-hop path. 

A. Exact Markov Process Model for Paths with No Wavelength 
Conversion 

Let us first consider the two-hop path (without con- 
verters) shown in Fig. 2. The evolution of  this system can 
be characterized by the four-dimensional Markov process 
(n i l ,  hi2, n22, f12). Since, on each hop, the number of busy 
wavelengths plus the number of wavelengths that are free 
on both hops may not exceed the number W of available 
wavelengths, the following two constraints must be satisfied: 

a l l  + nÀ2 + f12 _< W and n12 + n22 + f12 ~ W. (1) 

The above result can be generalized to k-hop paths, k > 2. 
Let A-'lk denote the Markov process corresponding to a k-hop 
path. There a re  k 2 random variables in a state _n of  Markov 
process A4k, as follows: 

?7' ~ ( n l l ~  nÀ2~ . . . ~  n lk~  7//~22~ . - - ~  n2k~ . - . ~  gbkk~ 

f12, / l a , . . . ,  f lk,  f 2 a , . . . ,  f z k , . . . ,  fk-l ,k) .  (2) 

The first (k(k + 1)/2) random variables nij, 1 < i < j < k, in 
the state description (2) provide the number of active calls be- 
tween all possible source-destination pairs in the path. The last 
((k - 1)k/2) random variables fij, 1 _< i < j _< k, represent 
the number of  wavelengths that are free on all segments of the 
path consisting of two or more links. The following constraints 
are imposed on the state space of Markov process ,h4 k: 

kj  _< k , j - ,  _< "'" _< k,~+~, 

k j  _< k+~,j _<'" _< fj-~,j,  

1 < i < j < k (3) 

l < i < j < k  (4) 

k 
E nlj + f12 _< W 
j= l  

l k 

E E nij + f,-l,1 + f l , ,+l  - f / -1 , ,+ l  _< W, 
i=1 j = l  

l = 2 ,  . . . , k - 1  
k 

~ nik + fk-l,k _< W 
i=1 

(5) 

The set of constraints (3) [respectively, (4)] account for the fact 
that if a wavelength is free on all hops of an m-hop segment, 
then it is also free on the first (respectively, last) m - 1 hops of  
the segment, while the k constraints (5) ensure that the number 
of wavelengths (used or free) on each hop does not exceed W. 

Process Ad k captures the correlation of wavelength use on 
all links of a k-hop path, and it can be used to provide an exact 
solution for the probability that a call request will be blocked. 

~'11 ~22 

hop 1 hop 2 

Fig. 2. Two-hop path. 

Unfortunately, the large number of random variables in its state 
description makes it impossible to numerically solve it for any- 
thing but very short paths and small values of W. In addition, 
the transition rates of Markov process A.4k are state-dependent. 
In Fig. 3 we show the transition diagram of Markov process M 2 
for W = 2 wavelengths. From this figure we can see that there 
exists a sequence of  states, n L1,. . . ,  n~, such that 

~'(n~, n~)~(~2, ~3 ) ' "  ,'(~s-1, ~)~'(~s, hi) 
r(n_A_, 'as)r(ns,  a s - l ) ' "  r(n3,  n_k)r(n__g, nl) (6) 

where r(n,  n ' )  is the transition rate from state n to state 
n___~. Two such sequences of states are: (1, l, 1,0), (1,0, l, 1), 
(1,0,0,1),  (1,1,0,0),  and (1,1,1,0),  (1,0,1,1),  (0,0,1,1),  
(0, l, l, 0). Therefore, Kolmogorov's criterion for reversibility 
[9], which states that a process is time-reversible if and only if 
(6) holds with equality for any and all sequences n__A_ , . . . ,  n__¢, is 
not satisfied. It is straightforward to show that this result is true 
in general, and that process .h,4k, k _> 2 is not time-reversible 
when W > 1. 

B. Approximate Time-Reversible Markov Process Model 

A closer examination of  Fig. 3 reveals that the two four-state 
sequences mentioned above are the shortest sequences of  states 
for which (6) holds true. We also note that these two sequences 
involve transitions that cause changes in the value of  random 
variable hi2. Let us define £2, ~ as the sub-chain of Markov 
process A42 that includes only the states for which the value 
of random variable n12 is constant, i.e., n12 = c: 

/22, c = {(a l l ,  n12, n22, f12)[n12 = e}, c = 0, . . . ,  W. 

(7) 

Sub-chain/22, ~ corresponds to a new system with W - c wave- 
lengths per hop, in which no calls using both hops ever arrive 
(that is, A12 -- 0 in this new system). Then, it can be easily ver- 
ified that Kolmogorov's criterion for reversibility is satisfied by 
any sequence of  states in sub-chain/22, c. 

On the other hand, let us consider the four-state sequence 
n_A - = ( n n ,  n12, n22, f12), n___2 - = (n i l ,  hi2 + 1, %22, f 1 2 -  1), 
n3 = ( n 1 1 +  1, n12 + 1, n22, f 1 2 -  1 ) , a n d n 4  = (nl l  + 
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12 

Fig. 3. State space (/Zll, hi2, n22, f12) of a two-hop path with W = 2 wavelengths. 

1, n12, n22, f12), shown in Fig. 4, which includes states from 
two different sub-chains. We have that 

'/"('n,1, 'rt2) =/~12, r(n3, n4) = (hi2 -J- 1)//,12, 

'r'(n.__2., n l )  = (n12 .q- 1)/i,12 , r('//,4, '//,3) = ~12 (8) 

so these transition rates balance along the two directions. How- 
ever, the rates of  the other transitions do not balance, since 

f12 - 1 ) 
r(n2,  n_..%) ---- All 1 - W - (n~2 -~ 1-) - n l l  

r('lz4' ?l'l):('nl'lll-1)p'11( l -  W -  f12- rz12-'rt22 ) - -  717 -7 1 

r(na, n2) = (n i l  q-- 1)p, ll 

( W - ( n l e + 1 ) - ( f l e - 1 ) - n 2 2 )  
x 1 -  ~ 7 7 - i  

( f lz  ) (9, r(nl, n__c)=All 1 -  W - n i l - n 1 2  " 

Process .h42 is not time-reversible due to transitions between 
states with different values of  n12. 

Returning to Fig. 3, we note that if the transition rate from 
state (1, 0, 1, 1) to state (1, 1, 1, 0) is changed to 2A12 (from A12), 
then the Markov process becomes time-reversible and has a 
closed-form solution. However, when each hop supports more 

_ _ n~ 

Fig. 4. Four-state sequence with states from two different sub-chains E2, c. 

than two wavelengths, a larger number of  transition rates must 
be modified to yield a time-reversible Markov process. The rule 
for changing the transition rates is as follows. 

Consider all states n = (n11, c, n22, f12) of  sub-chain 
£2, c with n i l  ) 0 and n22 > 0, for which there is a transi- 
tion from state n to a state n_~ = (nl  1, c + 1, n2e, f ie - 1) 
of  sub-chain E2, c+1 with rate r(_n, n ' )  = A12. If  these 
transition rates are changed to 

rt(n, n t) = A12 f l 2 ( W  - c) 
f l l  f22 

f 1 2 ( W  - c) 
= A12 ( W  -/ / ,11 - c)(W - n22 - c) 

(10) 

then we obtain a new Markov process which is time-re- 
versible. 
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In fact, it is straightforward to show that if the transition rate 
r(nl ,  n2) in (8) is modified according to this rule, then the four- 
state sequence in Fig. 4 will satisfy Kolmogorov's  criterion for 
reversibility. 

The above results can be generalized to a k-hop path, k _> 2. 
Consider a sub-chain £k,~ of  A.4k which includes all states of  
the process for which the number of  active calls using two or 
more hops is constant: 

= c M k  = = constant,  i < j} ,  

.CQ= ( C 1 2 ,  . . .  , C l k  , C 2 3 ,  . . .  , C 2 k , . . . ,  C k _ l , k ) .  ( 1 1 )  

Sub-chain £A,, ~ models a k-hop path in which there are no ar- 
rivals of  calls using two or more hops (i.e., $ij = 0 for i < j) ,  
and in which each hop supports a fixed number of wavelengths 
(that can be different from the number of  wavelengths supported 
by other hops). Then, it is straightforward to verify that any se- 
quence of states in sub-chain 12k, ~ satisfies Kolmogorov' s crite- 
rion for reversibility, but there exist sequences that include states 
from other sub-chains that violate this criterion. 

A time-reversible Markov process A.4~ can be derived from 
AAk as follows. The new process A.4~ has the same state space 
and the same transitions as .A/lk. The vast majority of its transi- 
tion rates are the same as the respective transition rates of  .Adk. 
However, to ensure that the new process is time-reversible, the 
transition rates between some pairs of states must be appro- 
priately modified. Consider the states n_ of  sub-chain £k., ~ for 
which there exists a transition with rate $zm, l < m, to a state 
n__~ of  another sub-chain £k, ~_', c # c': 

A/'k, ~ = { ~ C  Z2k,c [ 3i ,  j,  l, m, l _< i < j  _< m, 

nil > O, njj  > O, nlm < W~ ftm > 0}. (12) 

The transition rate r (n ,  n ' )  = .Xzm in process .AAk. In process 
AA~, the transition rate is changed to 

+ f " )  

r'(n, n') = Atmflm 
fu 

+,  ) 
Z ni,l+l + ft+l,l+l 
i = 1  

x 
fl+l,l+l 

x \ i=1 (13) 
f. m 

Markov process .A/I S has a closed-form solution for its steady- 
state probability that resembles the product form solution in 
queueing networks [10]. Let Gk(W) denote the normalizing 
constant for a k-hop path with W wavelengths per link. Then, 

the solution of Markov process .A4 ~ corresponding to a two-hop 
path is I 

( nl, 
1 p77ap772pT~ 2 t,,f12] \ f 2 2  - -  f12) 

- -  X 

G2(W) n11!n12!n22 ! ('D,11 + fl,'~ 
\ f22 J 

(14) 

w h e r e  f l l  = W - n i l  - h i 2  a n d  f22 = W - n22  - n12 ,  

while the solution to Markov process A/I~ corresponding to a 
three-hop path with state description n_ = (n11, n12, n13, n22, 
n23 ,  n 3 3 f 1 2 ,  / 1 3 ,  f 2 3 )  is  given by 

= - -  
1 ~11  lb12 / 1 3  n 2 2  n 2 3  n 3 3  

P l l  P12 P13 P22 P23 P33 

G 3 ( W )  nll [n12!n13!n22!n23!n33! 

f12] ~,f22 --  f12] × 

f22 ] 

f13] f33 -- f13 × 
nee + n12 + f22) 

fn3 

× !kf23 f13/I \ f 3 3  --  f23/I ( 1 5 )  

( n 2 2 - 4 - n 1 2 - 4 - f 2 2 - - f 1 2 ) f 3 3  - -  f13 

where f l l  = W - r i l l  - h i 2  - h i 3 ,  f22  = W - n12 - n22 - 

n 1 3  - -  7/ ,23 , and f33 = W - h i 3  - n 2 3  - n 3 3 .  

We can write down the solution to any Markov process A//~, 
k > 3, by a straightforward generalization of (14) and (15). 
Specifically, the solution to A/rE, for any k, is the product of k 2 
terms as follows. The first k(k + 1)/2 terms are of  the form 

nij Pij /nij, and each corresponds to one of  random variables nij 
in the state description (2). The last k(k - 1)/2 terms are com- 
binatorial terms, each corresponding to one of the dependent 
variables f i j  in the state description (2). 

The significance of the new Markov process A//~ will be illus- 
trated in Section V and in Figs. 9 and 10, where it will be shown 
that the blocking probabilities obtained through the closed-form 
solution of .M~ closely approximate the exact blocking proba- 
bilities obtained through the numerical solution of  A/[ k. In order 

IThe closed-form solution (14) is similar to the one presented in [14]. How- 
ever, there are several important differences in the two approaches. First, the so- 
lution in [14] was derived by considering a three-dimensional Markov process 
( n i l ,  n12, n22 ), while as we have shown, the fourth parameter f~2 is neces- 
sary to completely characterize a two-hop path. Second, we have shown that 
the closed-form solution (14) is the exact solution to an approximate Markov 
process; in contrast, in [14, Section II-C] this result was derived as a solution 
to the original two-hop problem, without explicitly stating that it is an approxi- 
mation. Finally, whereas only a two-hop path was studied in [ 14], our approach 
is far more general, and it leads to an approximate closed-form solution for any 
k-hop path, h" > 2 [see also (15)]. 
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for the closed-form solution to be useful, we need to have a com- 
putationally efficient procedure for calculating the normalizing 
constant. Using brute-force enumeration, we can calculate the 
closed-form solution of A4~ for up to 25 wavelengths when the 
number of  hops is k = 3, and for up to eight wavelengths when 
k = 4. (As a comparison, for k = 3, we can obtain the exact 
numerical solution of AAk for only up to W = 4.) The compu- 
tation of the normalizing constant in time that is polynomial in 
W and k has turned out to be a very difficult task. In view of 
this, an iterative decomposition algorithm was devised for paths 
longer than four hops. This algorithm is described in Section III 
and it can be used to obtain the blocking probabilities for paths 
of  arbitrary length in an efficient manner. 

C. Paths with Wavelength Conversion 

We now turn our attention to paths in which wavelength 
converters are employed at some nodes. Let us again refer to 
Fig. 2, and let us assume that wavelength converters are located 
at node 1 (the only interesting possibility in this case). We 
immediately see that the two-hop system can now be described 
by the three-dimensional Markov process ( r i l l  , Tbl2 , n22 ). 

Random variable f12 is no longer necessary because wave- 
length continuity is not required, and calls continuing on both 
hops can now use any of the (W - n12 - n22) available 
wavelengths on the second hop. In other words, the two-hop 
system with a converter at node 1 becomes equivalent to a 
two-hop circuit-switched path. 

In the general case, consider a k-hop path, k _> 2, with con- 
verters employed at one or more nodes. This path can be mod- 
eled by a new Markov process which is simpler than Ark.  The 
new Markov process has the same (k(k  + 1)/2) random vari- 
ables nij  as AAk, but some of the variables fij  are no longer 
present in the state description. Specifically, let us consider the 
case when a converter is employed at node l, 0 < l < k, of  
the path. Then, variables f i j ,  i _< l < j ,  which are required 
for A.4k, are not part of  the state description of the new Markov 
process. Because of the converter at node l, a call using hops i 
through j can now be completed as long as there is at least one 
free wavelength on hops i through l, and at least one free wave- 
length on hops l + 1 through j .  Therefore, random variables fit 
and fz+l, j (which remain part of the state description) provide 
all the information needed to determine whether the call can be 
completed, making f i j  redundant. 

It is now straightforward to show that the Markov process for 
a k-hop path that employs wavelength converters is not time- 
reversible, except when converters are employed at all internal 
nodes of  the path (a circuit-switched scenario). We can then use 
an approach similar to the one we followed in Section II-B to 
modify some of the transition rates of this process in order to 
obtain an approximate, time-reversible Markov process which 
has a closed-form solution. 

III .  DECOMPOSITION ALGORITHM FOR LONG PATHS 

Let K denote the largest integer such that the closed-form 
solution to Markov process .AA~ can be computed within a rea- 
sonably short amount of  time. Consider a k-hop path. If  k < K ,  

the path can be analyzed approximately by solving the corre- 
sponding Markov process .AA~. If, on the other hand, k > K ,  
the approximate closed-form solution cannot be used directly. In 
this section, we develop a n iterative decomposition algorithm to 
analyze paths of  length greater than K .  

A. Paths with No Wavelength Conversion 

We analyze a k-hop path, k = 1K + m,  l _> 1, m < K ,  by 
decomposing it into one m-hop segment and I K-hop  segments 
in tandem. Each segment is first analyzed in isolation using the 
corresponding Markov process .A4~ or .Ark. The arrival rates 
of calls originating in a segment but terminating in another seg- 
ment are accounted for by increasing the arrival rate of  calls in 
the individual segments. The individual solutions are appropri- 
ately combined to obtain an initial value for the blocking proba- 
bility of  calls that traverse more than one segment. Using these 
initial estimates, the arrival rates to each segment are modified 
and each segment is again solved in isolation in order to obtain 
a new solution. These new individual solutions are again com- 
bined to update the blocking probability of  calls traversing mul- 
tiple segments. This is repeated until the blocking probabilities 
converge. 

A summary of our iterative algorithm is provided in Fig. 5. 
Below, we describe the decomposition algorithm using the 
four-hop path shown in Fig. 6(a). This path is decomposed into 
two two-hop segments, namely segment 1 and segment 2, as 
shown in Fig. 6(b). Segment 1 consists of  nodes 0, 1, and 2, and 
segment 2 consists of  nodes 2, 3, and 4. Let Aij, 1 _< i _< j < 4, 
be the arrival rates of calls to the original four-hop path, and let 
All1 ), A~ ), A~ ) and A~] ), A (2),12 A~ ) denote the arrival rates of 
calls in the first and second segments, respectively. The inter- 
pretation of the arrival rates in the two segments is somewhat 
different under our decomposition algorithm. Specifically, A~ ) 
accounts for all the calls in the original four-hop path that 
originate at node 0 and terminate at nodes 2 or higher; similarly 
for A~12 ). On the other hand, A[~ ) accounts for all calls in the 
original path that originate at nodes 2 and lower and terminate 
at node 4; similarly for A~] ). The main steps of  our algorithm 
are as follows. 

Initially, we solve the first segment in isolation using 

A~ ) = (1 -- q14)A14 + (1 -- q13)A13 + ~12 (16) 

A~ ) = (1 - q24).~24 -}- (1 - q23)A23 '4- ~22 (17) 

/~11) = ~11" (18)  

Quantityqij ,1 < i < 2 < j < 4,representsthecurrentestimate 
of  the conditional probability that a call using hops i through j 
(where i lies within the first segment and j lies within the second 
segment) will be blocked in the second segment given that a free 
wavelength for the call exists within the first segment. For the 
first iteration, we use qij = 0 for all i and j ;  how these values are 
updated in subsequent iterations will be described shortly. Thus, 
the term ( 1 - ql 4) A 14 in (16) represents the effective arrival rate 
of  calls using all four hops, as seen by the first segment; similarly 
for the term(1  - q13)A13.Equation(17)forA~ ) includes similar 
terms that account for the effective arrival rate of  calls which 
originate at node 1 and terminate at nodes 2 or higher. Equation 
(18) for A~ll ) does not include any such terms, since this type of 
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Decomposition Algorithm for Paths Without Converters 
A k-hop path, k = K + m , m  < K,  is decomposed into a K-hop segment 
(segment 1) and an m-hop segment (segment 2). Segment 1 consists of nodes 
0 to K,  and segment 2 consists of nodes K to K = m of the original path. 
Aij refer to the call arrival rates in the original path, whereas .k12 ) refer to call 
arrival rates in segment n, n = 1, 2. 

1. begin 
2. h ~ 0 / /Init ial ization step 

/ / p l ~  ) (h) is the blocking probability of calls using hops i through j of segment 1 

/ /F / ( j  1) is the average number of free wavelengths on hops i through j of segment 1 
p(1) (1) ij (h)~-O,  Fij +-W, l < i < j < K  
/ / p l ~  ) (h) is the blocking probability of calls using hops i through j of segment 2 

/ / F } ]  ) is the average number of free wavelengths on hops i through j of segment 2 

p(2) F~(j 2) ~-- W, 1 < i < j < m ij (h) ~ 0, _ _ 
/ / q i j  (h) is the conditional probability that  an inter-segment call will be blocked in 
/ / s e g m e n t  2, given that  it has found a free wavelength in segment 1 
qij(h) ~-- O, l < i < K < j _< K + m 

3. h ~ h + 1 / /h- th  iteration 
4. (1) ~ij  (h) +- )~ij, 1 _< i <,j < K / /Segment  1 

)~,K(1) (h) ~ A,K + E~f=+~+l )~ij (1 qij(h - 1)), 1 < i < K 
/ / i n c l u d e  the effective arrival rate of calls continuing to segment 2 

Solve segment 1 to obtain new values for plJ)(h) and Fi(jl)(h) 

5. AI~ )(h) t-- &K+i,K+j, 1 < i _< j < m / /Segment  2 

( ~(') (~ 1)) l < j  < m  ~ . ) ( h )  t.-- ~ K + I , K + j  -~c EiK=i ~i ,K+j  1 - - g i K k " - -  , -- -- 

/ / i n c l u d e  the effective arrival rate of calls continuing from segment 1 

Solve segment 2 to obtain new values for (2) p/3 (h) and Fi(~)(h) 
6. / / C o n d i t i o n a l  blocking probability of inter-segment calls 

(2) ( (2) ) qij(h)+--pls_ic(h ) + 1 - -p l , j _g (h  ) Q i j ( h ) , l < i < K < j < _ K + m ,  
with Qij(h) similar to Qij in expression (23) 

7. Repeat from Step 3 until the blocking probabilities converge 
8. end of the algorithm 

Fig. 5. Decomposition algorithm for long paths. 

~ )  4-hop path 
131 v hopl ~ hop2 hop3 *¢* hop4 ¢ 

(a) 
~11)1 ~;2(1) 

~ 1 ~ _ _ _ _ . _ _ ~  segment l 
2' ,5 1 2 

x:• segment2 

(b) 

Fig. 6. (a) Four-hop path. (b) Its decomposition into two two-hop segments in 
tandem. 

calls in the first segment do not involve calls in the original path 
that continue on to the second segment. 

The solution to the first segment yields an initial value for the 
probability ...(1) 1 < i < j < 2, that a call using hops i through Pij . . . .  
j of the first segment will be blocked within the segment. There- 
fore, the effective arrival rate of calls originating at node 0 and 
terminating at node 4 that is offered to the second segment can 
be initially estimated as )~14(1 - p~)), while the effective rate 
of calls originating at node 1 and terminating at node 4 can be 
estimated as A24(1 - p~)). We can now solve the second seg- 
ment using 

- 13 (1_ + (1 +  20) 
)~2) = -~44- (21) 
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Based on the above discussion, A~ ) in (19) represents the effec- 
tive arrival rate of calls using the last two hops of the four-hop 
path, as seen by the second segment. Equation (20) for A~] ) can 

be explained using similar arguments. Equation (21) for A~ ) 
contains only one term since, as seen in Fig. 6, it does not involve 
calls that originate in segment 1. The solution to the second 
segment provides an estimate of the blocking probabilities p}2), 
1 _< j < 2, of calls traversing hops 1 and 2 of the second seg- 
ment (i.e., hops 3 and 4 of the original path). 

We can now obtain new values for the conditional blocking 
probabilities qij, 1 < i < 2 < j <_ 4, used in (16) and (17), as 
follows. Consider a call using hops i through j ,  where i lies in 
the first segment and j lies in the second segment. Given that at 
least one free wavelength exists on hops i through 2 (i.e., the call 
successfully makes it through the first segment), the call will be 
blocked if 

1) there is no free wavelength in the links it uses in the 
second segment, or 

2) there do exist free wavelengths in the second segment, but 
they are not the same as the free wavelengths in the first 
two hops. 
probability of the first event occurring is equal to p[2, ~_ z, The 

which is obtained through the solution of the second segment. 
The probability of the second event is equal to ( 1 -  p~Z, ~_ 2)QiJ, 
where parameter Q, ij represents blocking due to the wavelength 
continuity requirement for calls using hops i through j ,  where i 
lies in the first segment and j lies in the second segment. Prob- 
ability Qij cannot be computed exactly since each segment is 
solved independently of the other, and thus, it is not possible to 
determine whether a wavelength which is free in one segment 
will also be free in the other. An approximate value for this prob- 
ability can be obtained as follows. Let P(,~ [W = n] (respec- 
tively, (2) P[, j -2  [W = m]) denote the probability that there are n 
(respectively, m) free wavelengths on the hops of the first (re- 
spectively, second) segment used by the call. Let R(n, m) de- 
note the conditional probability that there are no common wave- 
lengths for the call to use in the two segments, given that there 
are n (respectively, m) free wavelengths on the hops it uses in 
the first (respectively, second) segment. Because of the random 
wavelength assignment policy, we have that 

{0i/i/  0or  0 1, n + m  > W 

R(n, m) = W n (22) 

, otherwise. 

Then, we approximate the probability Qij of blocking due to 
the wavelength continuity requirement as 

W W 

_- = p(2) ru/- _- m] x R(n,  m)] Z Z 
n = l  m = l  

x t~(1) + x(2) ] " (23) 
\ "'i2 " ' l , j - - 2  I 

The double summation in the fight-hand side of (23) is the prob- 
ability that there are no common wavelengths for the call to use 

in the two segments, assuming that the two segments are inde- 
pendent. We have found experimentally that adjusting this prob- 
ability by the last factor in (23) reduces the effect of the indepen- 
dence assumption and accurately approximates the probability 
of blocking due to the wavelength continuity requirement for a 
wide range of arrival rates. Note that the term A~j/A~ ) in (23) 
represents the fraction of traffic requiting free wavelengths on 
hops i through 2 of the first segment that is due to calls on hops 
i through j > 2 in the original path [refer also to (16) and (17)]. 
Similarly, the term Aij/A[2~_ z in (23)represents the fraction of 
traffic requiting free wavelengths on hops 1 through j - 2 of 
the second segment that is due to the calls under consideration. 
Hence, the last factor in (23) adjusts the blocking probability 
obtained through the independence assumption to capture the 
contribution of the calls using hops i through j of the original 
path. 

The new estimates for qij are then used in (16)-(18) to up- 
date the arrival rates for the first segment. The first segment is 

(1) 
then solved again, the estimates for Pij a r e  updated and used in 
(19)-(21), and so on. We iterate in this fashion until the blocking 
probabilities for all calls in the original path converge within 
a certain tolerance. In all cases studied, we have found that 
the algorithm converges in only a few (less than ten) iterations 
even for long paths, and that the blocking probabilities obtained 
closely match simulation results (more on this in Section V). 

The decomposition algorithm described above is similar in 
spirit to the decomposition algorithms developed for tandem 
queueing networks with finite-capacity queues (see [13]). This 
algorithm can be easily extended to handle paths decomposed 
into more than two segments. We note that when employing 
the decomposition algorithm, the selection of the segment size 
will depend on the following factors: length of the original path, 
how efficiently we can calculate the closed-form solution of the 
Markov process Ad S associated with each segment, and how ac- 
curate the approximate solution of A//5 is. It is well known in 
decomposition algorithms that the larger the individual subsys- 
tems that have to be analyzed in isolation, the better the accuracy 
of the decomposition algorithm. Thus, as we mentioned at the 
beginning of this subsection, we decompose a path in segments 
of the largest size K for which we can efficiently analyze the 
Markov process AA~;, plus, possibly, a segment of smaller size, 
if the path length is not a multiple of K.  

B. Paths with Wavelength Conversion 

The iterative algorithm described above can also be used for 
paths with converters. We note, however, that the addition of 
1 < k converters leads to a natural decomposition of a k-hop 
path into 1 + 1 segments, with each segment consisting of the 
links between successive nodes where converters are employed. 
Given such a decomposition, the blocking probability of calls 
spanning several segments now depends only on the number of 
calls within each segment (similar to the circuit-switching case), 
and not on the actual wavelengths used by those calls. Hence, the 
probability that a call spanning multiple segments will be suc- 
cessfully established becomes equal to the product of the prob- 
abilities of finding a free wavelength (not necessarily the same 
one) within each segment. Therefore, we decompose a path into 
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segments, each consisting of all the links between two succes- 
sive nodes with converters. Each segment is then analyzed in 
isolation as described above. Specifically, if it is feasible, we 
analyze the segment's underlying approximate time-reversible 
Markov process AA~. Otherwise, we analyze it using the decom- 
position algorithm presented in Section III-A. 

As an example, let us consider a k-hop path with a single 
converter located at node K < k. This path can be analyzed 
using the decomposition algorithm in Fig. 5 after making the 
following single modification: in Step 6, the expression for the 

,,(2) conditional blocking probabilities is changed to qij = ~'1, j - to .  

(The second term in this expression represents blocking due to 
the wavelength continuity requirement, and since Q i j  = 0 in 
this case, it drops out.) The decomposition algorithm can be 
extended in a straightforward way to handle paths with more 
than one converters. 

IV. PATH DECOMPOSITION ALGORITHM FOR MESH NETWORKS 

A. Fixed Routing 

We analyze a mesh network by decomposing it into a number 
of subsystems where each subsystem is a single path. Each sub- 
system is analyzed in isolation using the algorithms developed 
in Sections II and III. Specifically, subsystems consisting of 
three links or less are analyzed by solving the corresponding 
approximate time-reversible Markov process of Section II-B. 
Subsystems longer than three hops are analyzed using the it- 
erative decomposition algorithm of Section III to obtain the 
call-blocking probabilities. The individual solutions obtained 
from the subsystems to which the mesh topology is decomposed 
are appropriately combined by modifying the call arrival rates 
to each subsystem to reflect the newly computed blocking prob- 
abilities. The process is repeated until all blocking probabilities 
converge within a prescribed tolerance. 

Let 7-¢ denote the set of paths assigned to the source-des- 
tination pairs, with I~I = N ( N  - 1). The first step in ana- 
lyzing a given network is to decompose it into a set 7U C_ 7-¢ 
of paths such that: a) no path r C 7U is contained within a 
path q E TO, q ~ r, and b) any path q E 7¢ either belongs 
to 7U or is completely contained within a path r C 7Z ~. These 
requirements ensure that a minimal set of subsystems that in- 
cludes all possible paths is used. We can construct such a set 7U 
by using the following steps. First, the paths in 7~ are sorted in 
a list in order of decreasing length. The first path r in the list 
is removed and inserted in 7~ ~. Then, any sub-paths of r that 
are also in the list are removed from it. The process continues 
with the next path in the list and is repeated until the list be- 
comes empty. It is straightforward to show that this algorithm 
will construct a set TO' which satisfies the above two properties. 
Fig. 7(b) shows the set of subsystems 7U obtained by applying 
this algorithm to the network of Fig. 7(a). As we can see, while 
there are 20 source-destination pairs and corresponding paths 
in the network, only ten-path subsystems are used. For instance, 
the blocking probability on the path from, say, node 1 to node 4, 
will be obtained as a byproduct of the solution to the subsystem 
corresponding to the path from node 1 to node 3. 

Once the set 7U of subsystems has been selected, for each 
path r E ~ we need to determine the set of paths S(r )  C_ 7"¢ that 

(a) (b) 

Fig. 7. (a) Original network. (b) Set T£' of paths into which the network is 
decomposed. 

intersect (i.e., have at least one link in common) with path r. As 
an example, path (1,4, 3) in Fig. 7 intersects with path (4, 3, 5). 
The significance of set N(r) lies in the fact that the blocking 
probability experienced by calls using the links of path r may 
be affected by the calls using the links of a path q E S (r ) ,  and 
vice versa. Thus, when we compute the solution to path r, we 
must appropriately modify the call arrival rates along this path 
to account for the effect of calls along paths that intersect with 
T. 

We are now ready to present the decomposition algorithm 
used for the analysis of a wavelength-routing network with an 
arbitrary topology. A detailed description of our decomposition 
algorithm is provided in Fig. 8. We will illustrate the operation 
of the algorithm using the network shown in Fig. 7. We will 
show how to update the arrival rates along each path subsystem 
after each iteration of the algorithm by considering only paths 
(1,4, 3) and (4, 3, 5). The other path subsystems are handled in a 
similar way. Without loss of generality, we assume that shortest 
paths are used for fixed routing in this network. Let Asa be the 
arrival rate for source-destination pair (s, d). We also let Asd 
denote the arrival rates used to solve the various path subsys- 
tems. As explained next, the rate Asa accounts for all calls of 
the original network that use the links between nodes s and d 
within a path r, and is updated at the beginning of each iteration 
of the algorithm. 

Initially, we solve path (l, 4, 3) in Fig. 7 in isolation using 
these arrival rates: 

A14 = A14 (24) 

A13 = A13 (25) 

fk43 : /~43 + (1 - P45)A45.  (26) 

We note that only calls from node 1 to node 4 use link (1,4) 
of path (1,4, 3), thus, the arrival rate of calls using this link as 
seen by the path subsystem (1,4, 3) is given in (24). Similarly, 
(25) can be explained by the fact that only calls from node 1 to 
node 3 use both links of subsystem (1,4, 3). On the other hand, 
(26) for A43 is slightly different because, in addition to calls 
from node 4 to node 3, calls from node 4 to node 5 also use 
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Decomposition Algorithm for Mesh Networks with Fixed Routing 
I n p u t :  Network topology, set ~ of paths for all source-destination pairs, and 
arrival rates )~sd 
O u t p u t :  Call blocking probabilities Psd for all source-destination pairs in the 
network 

1. begin 
2. From 7~ construct the set of path  sub-systems 7U into which the network will be decomposed, 

as described in Section IV-A 
3. For each r E 7U construct the set S(r)  = {q E TU I q intersects with r} 
4. h ~ 0 / / In i t i a l i za t ion  step 

Psd(h) t-- 0 'v' 8,d / / A l l  blocking probabilities initialized to zero 
5. h ~ h + 1 / / h - t h  iteration 

For each pa th  r = ( r l , r 2 , - ' - , r k )  E TU do / / c o m p u t e  the arrival rates for this iteration 
For each pa th  q = ( q l , . . . , r i , . . . , r j , . . .  ,qm) E S(r )  tha t  intersects with r from node ri to rj do 
/ / C a l l s  using pa th  q affect the blocking probabili ty of calls using pa th  r; the call arrival rate 
/ / s e e n  by pa th  r must be increased appropriately to account for the effect of these calls 

~r,,rj (h) ~ ~r,,rj (h) + (1 - Pql,qm (h - 1)).kq,,qm 
Solve each pa th  sub-system r C TU using the algorithms in the previous section to obtain new 
values for the blocking probabilities Psd (h) 

7. Repeat  from Step 5 until the blocking probabilities converge 
8. end of the algorithm 

Fig. 8. Path decomposition algorithm. 

the second link of path (1,4, 3) since paths (1,4, 3) and (4, 3, 5) 
intersect. Quantity P45 in (26) represents the current estimate of 
the probability that a call from node 4 to node 5 will be blocked 
on subsystem (4, 3, 5). For the first iteration, we use P45 = 0; 
how this value is updated in subsequent iterations will be dis- 
cussed shortly. Therefore, the term (1 - P 4 5 ) A 4 5  represents the 
effective arrival rate of calls from node 4 to node 5 as seen by 
subsystem (1,4, 3), since a fraction P45~45 of these calls will 
be blocked in subsystem (4, 3, 5). Consequently, the right-hand 
side of (26) is the effective arrival rate of calls that use the link 
(4, 3) of path (1,4, 3) when the latter is considered in isolation. 

We also solve path (4, 3, 5) in isolation by using the following 
arrival rates: 

-~45 =/k45 (27) 

-~35 = ~35 (28) 

~43 : A43 -}- (1 - P13) /~13 .  (29) 

Equations (27)-(29) can be explained using arguments similar 
to the ones used for (24)-(26). In paticular, the second term in 
the fight-hand side of (29) represents the effective arrival rate of 
calls originating in subsystem (1,4, 3) and using the link (4, 3) 
of subsystem (4, 3, 5). 

The solution to the path subsystems (1,4, 3) and (4, 3, 5) will 
yield an initial value for the probabilities P45 and P13 that a call 
using links (3, 5) and (1,4), respectively, will be blocked. The 
new estimates for P45 and P13 are then used in (26) and (29), 
respectively, to update the arrival rates for the two path subsys- 
tems, the subsystems are solved again and new estimates for the 
blocking probabilities are obtained, and so on. We repeat the 
process until the blocking probabilities for all calls in the orig- 
inal network converge within a certain tolerance. In all the cases 

we have studied, we have found that the algorithm converges 
in only a few iterations, and that the blocking probabilities ob- 
tained closely match simulation results. 

B. Alternate Routing 

In order to improve the call-blocking performance, a 
source-destination pair (s, d) may be assigned m paths (one 
primary and m - 1 alternates) which are searched in a fixed 
order. In common implementations, the m shortest paths from s 
to d in the physical topology are used. If a call is blocked on the 
primary path, the first alternate path is examined. If available 
wavelengths exist on this path, the call is established. Other- 
wise, the next alternate path is examined, and so on. In other 
words, the traffic offered to alternate path i, i = 2, . . . ,  m, is 
the overflow traffic from path i - 1. The call is blocked if no 
free wavelength can be found on any of the m paths, i.e., if it 
overflows from the last alternate path. 

Although the traffic offered to the primary path for 
source-destination pair (s, d) is Poisson with rate /ksd, it is 
clear that the overflow traffic offered to the alternate paths 
is not Poisson. The overflow traffic model has been studied 
extensively in the literature, and moment matching techniques 
have been used to characterize the overflow traffic model in 
circuit-switched networks with alternate routing [5]. Overflow 
models have also been used in the study of blocking probabili- 
ties in wavelength-routing networks in [8], [12]. In this paper 
we make the assumption that overflow traffic is also Poisson 
with an appropriate rate. This assumption permits us to use 
the algorithm developed in the previous subsection to analyze 
networks with alternate routing. Despite this assumption, we 
have found that the iterative path decomposition approach is 
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quite accurate for both regular and irregular topologies, and for i 
a wide range of  traffic loads. 

We will now describe our approach to computing 0t 
call-blocking probabilities in networks with alternate routing 
by assuming that there is one primary and one alternate path 

& 
per source-destination pair. This approach can be easily ~ 0.0t 
extended to handle a larger number of  alternate paths, as welt 
as situations where the various source-destination pairs are 

0.001 
assigned a different number of  alternate paths. 

Let 7~ denote the set of  primary and alternate paths for all 
node pairs, with 17~ I = 2 N ( N -  1). From ~ we construct the set ~ 0.0001 
of  path subsystems ~ '  as described in the previous subsection. 
In other words, we construct a decomposition of the original net- 
work based on both the primary and alternate paths. We solve 
decomposition 7U using the algorithm of Fig. 8 to obtain an 
initial estimate of the call-blocking probabilities P(d 1) and P~(~) 
along the primary and alternate paths, respectively. Because of  
our approximation, the mTival rate for the overflow traffic of- 
fered to alternate paths is simply given by the product of the 
arrival rate of the traffic to the primary path times the blocking 
probability along this path. Also, if a primary path r intersects 
with an alternate path q, the arrival rate on the alternate path q s 0.t 
(primary path r)  is taken into account when solving path r (path 
q). This approach captures the effect that calls established over 

0.01 
alternate (primary) paths have on calls established over primary 
(alternate) paths. 

Once estimates for blocking probabilities ,P(~)~a a n d / ~ )  have z~ 0.001 
been obtained, an estimate of  the blocking probability of  calls ~_ 
for the source-destination pair (s, d) can be computed as Pad = ~' _8 
/~(~) p(2) These estimates are used to update the arrival rates ~ o o00t d X sd  " 

of calls to the network, and the decomposition is solved again. 
This process is repeated until the blocking probabilities P~a con- 

1 e-05 
verge for all .% d. 

V. NUMERICAL RESULTS 

In this section we demonstrate the accuracy of  our analyt- 
ical techniques by comparing approximate results to either exact 
numerical results or simulation results. Simulation results are 
plotted along with 95% confidence intervals estimated by the 
method of  replications. The number of  replications is 30, with 
each simulation run lasting until each type of  call has at least 
100 000 arrivals. For the approximate results, the iterative de- 
composition algorithm terminates when all blocking probability 
values have converged within 10 .7  . 

A. Validation of the Time-Reversible Markov Process 

In Fig. 9, we plot the blocking probability of  calls for each 
source~lestination pair in a two-hop path without converters, 
against the number W of wavelengths per hop. For each type 
of call we show two curves. The first curve is obtained through 
a numerical solution of the exact Markov process A.42, and is 
referred to in the figure as "exact solution." The second curve 
is obtained from the closed-form solution of the approximate 
Markov process AdS, and is referred to as "approximate solu- 
tion." As we can see, the overall behavior of  the two curves 
is similar for all types of  calls, and, more importantly, the ap- 
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Fig. 10. Exact and approximate blocking probabilities of various calls in a 
three-hop path. 

proximate blocking probability is always very close to the exact 
value. 

Fig. 10 is similar to Fig. 9, but it presents results for a 
three-hop path. We only plot the blocking probability of calls 
for three of  the six source-destination pairs, namely, calls that 
traverse all three hops, calls that use only the last two hops, 
and calls that use only the first hop. The blocking probability 
curves for the other three types of calls are very similar to the 
ones shown in Fig. 10 .  Again, we observe that the values of  
the blocking probabilities obtained through the closed-form 
solution of the time-reversible process .h4~ are very close to 
the exact numerical values obtained from the process .h43. 
However, the figure does not include values for the exact 
blocking probability when W > 4 because of the state space 
explosion of  the exact process. In general, for the same value 
W,  the closed-form solution of  process .M.~ can be obtained 
significantly faster, up to two orders of  magnitude, than the 
numerical solution of  the exact process. 

Overall, the results shown in Figs. 9 and 10 indicate that the 
approximate time-reversible process is quite accurate for short 
paths. 
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B. Validation of the Decomposition Algorithm for Long Paths 

In this subsection, we give approximate and simulation re- 
sults for ten-hop paths with W -- 10 wavelengths; results for 
paths of  different length can be found in [17]. We include re- 
sults for paths with and without converters. Because of  the very 
large number of parameters that can potentially be varied, for 
the results presented here we used the following values:/z = 1, 
~ij = 0.1, i < j ,  and t i i =  ~. In other words, we let the mean 
holding time to be equal to one for all calls, we fix the arrival 
rate of  all calls traversing two or more hops to the value 0.1, and 
we also set the arrival rate of  calls traversing exactly one hop to 
A. Figs. 11 and 12 plot the call-blocking probability as a func- 
tion of  A. 

In a ten-hop path there are 55 different source-destination 
pairs, making it impossible to present results for all of them. 
Thus, we show results for only two source-destination pairs. 
The blocking probability of  calls traversing all ten hops in the 
path is plotted in Fig. 11, and the blocking probability of  calls 
traversing hops 2 through 6 of  the path is shown in Fig. 12. In 
both figures, the value of  A is varied from 0.05 to 0.21, while the 
arrival rate of  all other calls is fixed to 0.1, as mentioned above. 
Each figure contains two sets of  plots, one for the ten-hop path 
without converters, and one for the same path employing three 
converters. Each set consists of  two plots, one for the results 
from our decomposition algorithm, and the other for the sim- 
ulation results. For the no-converter case, approximate results 
are obtained through a 1 x 3 x 3 x 3 decomposition, that is, 
we decompose the path to a one-hop segment followed by three 
three-hop segments. For the converter case, the three converters 
are assumed to be at nodes 1, 4, and 7, a configuration that also 
results in a 1 x 3 x 3 x 3 decomposition. 

From the figures we observe that as the value of  the load .X in- 
creases, the blocking probability of both types of  calls increases. 
We also note that, when there are converters, the blocking prob- 
ability for both types of  calls is significantly lower than when 
there is no converter. Both these results are expected. The most 
important observation from these figures, however, is the fact 
that the values of  the blocking probability obtained through our 
iterative decomposition algorithm are close to the values ob- 
tained through simulation, with the results in the lower two 
graphs of  Fig. 12 representing a worst-case scenario regarding 
the performance of the algorithm. Overall, based on a very large 
number of  validation tests performed over a variety of different 
parameter values and reported in [20], we have found that the 
decomposition algorithm gives accurate results for long paths 
and for a wide range of traffic loads. We have also observed that 
the algorithm always converges in a few iterations, taking one 
minute for a ten-hop path, while the simulation takes several 
hours. 

C. Validation of the Decomposition Algorithm for Mesh 
Topologies 

In this section, we validate the decomposition algorithm of 
Section IV for mesh networks by comparing the approximate 
blocking probabilities to simulation results for the NSFNET 
irregular topology. Because of space considerations, we only 
present results for fixed routing. Results for other topologies and 
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Fig. 11. Blocking probability of calls traversing all links of a ten-hop path with 
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Fig. 12. Blocking probability of calls traversing links 2 through 6 of a ten-hop 
path with IV = 10. 

for alternate routing with one, two, or three alternate paths per 
source-destination pair can be found in [20], and are very sim- 
ilar to the ones presented here. 

Since we will be using traffic data reported in [4], following 
that study, we have also augmented the 14-node NSFNET 
topology by adding two fictitious nodes, nodes 1 and 16 in 
Fig. 13, to capture the effect of NSFNET's  connections to 
Canada's communication network, CA*net. The resulting 
topology consists of 16 nodes and a total of  240 source--des- 
tination pairs, as shown in Fig. 13. We assume that each link 
carries W = 10 wavelengths. We present detailed results for 
the call-blocking probabilities of  only a small number of  pairs, 
and summarize the results for the whole network. Specifically, 
we present detailed results for the blocking probabilities of  
calls involving nodes along the path (3, 5, 6, 7, 9, 12, 15, 16). 
The 28 source-destination pairs in this path, along with the 
corresponding shortest path lengths and the labels used in 
Figs. 14 and 15 are shown in Table I. 

We have used two traffic patterns with the NSFNET topology. 
The first'traffic pattern is designed to capture the locality of  
traffic that has been observed in many networks. Specifically, 
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Fig. 13. NSFNET topology 

the arrival rate for a source-destination pair (s, d) with a 
shortest path of length l.~d is given by Asa = 0.6 - l.~a (note that 
no shortest path is longer than four hops). The second traffic 
pattern was designed to reflect actual traffic statistics collected 
on the NSFNET backbone network, as reported in the traffic 
matrix in [4, Fig. 6]. The data in this traffic matrix represent 
the measured number of bytes transferred from a node s to a 
node d in the NSFNET backbone within a certain 15-minute 
interval. Clearly, this data, collected over a packet-switched 
network, cannot be directly applied to a circuit-switched 
wavelength-routing network, such as the one considered in this 
work. However, our intention is simply to capture the relative 
traffic demands among the different source-destination pairs. 
To this end, we first divide the entries of  the matrix in [4, Fig. 6] 
by the link capacity (T3 links) to obtain the "offered load" P~d 
per source-destination pair. Since the resulting values are too 
small, we multiply them by a constant to obtain reasonable 
values for the offered load. Then, assuming that all calls have 
a mean holding time 1 /#  = 1, the offered load values become 
the arrival rates A.~d used in the experiments. As a result, the 
relative values of these arrival rates reflect the relative traffic 
requirements among the different source-destination pairs 
according to the traffic pattern reported in [4]. 

Figs. 14 and 15 present the call-blocking probabilities for the 
selected pairs of Table I and for the first and second traffic pat- 
terns, respectively. The fixed route assigned to each source-des- 
tination pair is the shortest path between the source and destina- 
tion nodes. For the results of Fig. 14 the link utilizations is in the 
range [1.846, 5.668] with an average of  3.494, while for Fig. 15 
the utilization is in the range [0.015, 8.059] with an average of  
3.976. 

From the two figures we see that calls established over longer 
paths tend to experience higher blocking probability than calls 
using short paths. However, because of  the irregular topology, 
the blocking probability can be significantly affected by the ac- 
tual load along the path taken by a call. For instance, we ob- 
serve in Fig. 14 that the blocking probabilities of  calls estab- 
lished over, say, one-hop paths vary widely depending on the 
number of  other calls using the same path. Regarding the accu- 
racy of the decomposition algorithm, we note that, despite the 
wide range of  blocking probability values involved, the curve 
obtained analytically closely follows the simulation curve for 
the 28 source-destination pairs shown in Figs. 14 and 15. The 
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Fig. 15. Blocking probability for selected source-destination pairs in the 
NSFNET with IV = 10 and fixed routing (second traffic pattern). 

analytical results are accurate despite the fact that in Fig. 15 
blocking probability values as high as 0.5 are involved. For these 
high values, however, we can see that our analysis starts to un- 
derestimate the simulation, while it overestimates it at lower 
blocking probability values. Despite this behavior, the analyt- 
ical and simulation results are always very close even at high 
loads. 

Finally, Tables II and III present a summary comparison of 
analytical and simulation results for all 240 source-destination 
pairs of  the NSFNET topology for fixed routing and for both 
traffic patterns used. The high maximum relative difference 
values can be explained by the fact that, in an irregular topology 
such as the NSFNET in Fig. 13, some paths are underutilized 
and the corresponding blocking probabilities are very low. 
Although our analysis correctly predicts low probabilities in 
these cases, the corresponding simulation results give zero (or 
very close to zero) values. For instance, the blocking proba- 
bility for the second source--destination pair in Fig. 15 [i.e., 
pair (15, 16) in Fig. 13] obtained by the simulation was zero. 
Although the analytically computed probability was less than 
10 . 6  (not plotted in the figures), the relative error was 100%. 
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TABLE I 
SELECTED SOURCE-DESTINATION PAIRS FOR THE NSFNET TOPOLOGY 

Pair (5,6) (15,16) (6 ,7)  (12,15) (9,12) (7,9) (3,5) (5,15)  (5,7) (6,9) 
Label 1 2 3 4 5 6 7 8 9 10 

Shortest 
Path Length 1 1 1 1 1 1 1 2 2 2 

Pair (12,16) (9,15)  (7,12) (3,6) (3,9) (5,16) (5,12) (5 ,9 )  (6,15) (6,12) 
Label 11 12 13 14 15 16 17 18 19 20 

Shortest 
Path Length 2 2 2 2 2 3 3 .3 3 3 

Pair (9,16) (7 ,15)  (3,15) (3,12) (3,7) (6,16) (7,16) (3,16) 
Label 21 22 23 24 25 26 27 28 

Shortest 
Path Length 3 3 3 3 3 4 4 4 

TABLE II 
SUMMARY OF RESULTS FOR THE NSFNET TOPOLOGY WITH FIXED ROUTING(FIRST TRAFFIC PATI'ERN ) 

Length of Absolute Difference Relative Difference 
shortest path minimum average I maximum minimum I average I maximum 

1 0.0000e+00 1.6249e-03 1.0968e-02 0.00% 
2 0.0000e+00 6.2733e-03 2.5302e-02 0.00% 
3 0.0000e+00 1.5380e-02 8.0166e-02 0.00% 

0.0000e+00 2.1954e-02 9.0578e-02 0.00% 

50.21% 91.68% 
26.93% 72.96% 
15.54% 53.04% 
13.37% 48.41% 

TABLE III 
SUMMARY OF RESULTS FOR THE N S F N E T  TOPOLOGY WITH FIXED ROUTING (SECOND TRAFFIC PATTERN) 

Length of 
shortest path 

Absolute Difference 
] minimum ] average I maximum 

1 0.0000e÷00 6.7571e-03 5.8573e-02 
2 3.1409e-06 2.2312e-02 1.4344e-01 
3 0.0000e+00 4.2773e-02 1.3520e-01 
4 9.4132e-03 7.2882e-02 1.3322e-01 

Relative Difference 
minimum average I maximum 

0.00% 46.26% 100.00% 
0.06% 26.47% 100.00% 
0.00%. 16.79% 71.86% 
3.92% 16.18% 31.31% 

Overall, however, we can see that the average absolute and 
relative difference between analytical and simulation values is 
very small, indicating that discrepancies between simulation 
and analysis are limited to blocking probabili ty values that are 
very low. 

D. Converter Placement 

We now consider the problem of determining the best place- 
ment of  l converters on a k-hop path, k > l, that minimizes 
the blocking probabili ty of  calls that travel over all k hops. To 
find the best converter placement we first enumerate all possible 
ways of placing 1 converters on a k-hop path; then, we calculate 
the blocking probabili ty of  interest for each alternative using the 
decomposit ion algorithm. The best placement is the one with the 
minimum blocking probability. 

We consider a ten-hop path with W = 10, and three different 
traffic load patterns. Fig. 16 plots the load of  each hop in the path 
for each pattern. In the "uniform" pattern, all hops are equally 
loaded, while the "bowl" (respectively, "inverted bowl") pattern 
is such that the load decreases (respectively, increases) from 
hop 1 to hop 5, and then it increases (respectively, decreases) 
from hop 6 to hop 10. The load values were chosen so that the 
total network load is the same for all patterns. Note that the 
same link loads are achievable with many traffic patterns, each 
of  which may lead to different blocking probabilities. Since for 
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Fig. 16. Bowl, inverted bowl, and uniform load patterns. 

a ten-hop path there are 55 node pairs, due to space constraints, 
we decided not to include the 55 load values for each pattern. 
Furthermore, it may be difficult for the reader to tell the differ- 
ence between two sets of  55 load values, while Fig. 16 clearly 
illustrates the difference in the load patterns. 

In Fig. 17 we plot the blocking probabili ty of  calls using all 
ten hops of  the path for the optimal placement of  1 converters, 
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Fig. 17. Blocking probability and optimal converter placement for the load 
patterns of Fig. 16. 

1 < l < 5. For comparison purposes, we also plot the blocking 
probability of these calls on a path without converters (the values 
for zero converters in these figures). The optimal location of the 
converters for each load pattern is also given next to each point 
of the curves. 

As expected, the blocking probability drops as the number 
of converters increases. However, after an initial steep drop, 
the curves in general flatten as the number of converters in- 
creases. This behavior is consistent with the results of earlier 
work [14], [15]. We also observe that the effect of converters 
on the blocking probability is strongly dependent on the ac- 
tual traffic pattern. Regarding the optimal node location of 
converters for the different traffic patterns, we first note that 
the results are intuitively obvious. The figure indicates, for 
example, that converters be placed at the middle of the path 
for the "inverted bowl" pattern. However, we observe that the 
optimal placement also depends strongly on the load pattern. 
This result suggests that in a dynamic environment where 
traffic patterns vary over time, there is no single assignment 
of converters to nodes that will work well for all possible 
loads. Consequently, simple optimization approaches, such as 
the one considered here, that seek to minimize the blocking 
probability under a specific traffic pattern may lead to poor 
performance if the pattern changes. Instead, more compre- 
hensive approaches to the converter placement problem are 
needed, such as providing bounds for the blocking probability 
over a wide range of load patterns. Similar results have been 
obtained for mesh topologies [18]. 

VI.  CONCLUSION 

We have presented a path decomposition algorithm to eval- 
uate accurately and efficiently the call-blocking performance of 
wavelength-routing networks with an arbitrary topology. Our 
algorithm is applicable to networks with either fixed or alter- 
nate routing and random wavelength allocation. Our iterative 
algorithm analyzes the original network by decomposing it into 

single-path subsystems. These subsystems are analyzed in isola- 
tion either by applying an approximate Markov process model, 
or, in the case of longer paths, by decomposing them into shorter 
segments. Results from individual subsystems are appropriately 
combined to obtain a solution for the overall network. Our algo- 
rithm can also be applied to the problem of converter placement 
in wavelength-routing networks. 
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