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Abstract. The focus of this paper is to analyze the energy consumption performance of various versions of TCP, namely, Tahoe, Reno
and NewReno, for bulk data transfer in an environment where channel errors are correlated. We investigate the performance of a single
wireless TCP connection by modeling the correlated packet loss/error process (e.g., as induced by a multipath fading channel) as a first-
order Markov chain. Based on a unified analytical approach, we compute the throughput and energy performance of various versions of
TCP. The main findings of this study are that (1) error correlations significantly affect the energy performance of TCP (consistent with
analogous conclusions for throughput), and in particular they result in considerably better performance for Tahoe and NewReno than iid
errors, and (2) the congestion control mechanism implemented by TCP does a good job at saving energy as well, by backing off and
idling during error bursts. An interesting conclusion is that, unlike throughput, the energy efficiency metric may be very sensitive to the
TCP version used and to the choice of the protocol parameters, so that large gains appear possible.
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1. Introduction

Packet switched data services in a wireless environment are
rapidly gaining popularity due to the success of mobile com-
munications and the Internet. Provision of popular Internet
services, such as e-mail, web browsing and multimedia, will
soon become a necessity in the mobile communications mar-
ket. At the heart of many Internet applications is the Trans-
port Control Protocol (TCP), which is a reliable, end-to-end,
transport protocol [17]. Gaining understanding of how this
protocol behaves over radio channels is a very important step
in extending Internet services to the wireless environment.

TCP was designed for wireline networks where the chan-
nel error rates are very low and congestion is the primary
cause of packet loss [14]. Since its original deployment, sev-
eral modifications to TCP, including Reno, NewReno, and
Vegas have been proposed and their performance analyzed
in wireline networks [1,8,14]. Reno’s loss recovery algo-
rithm is optimized for the case when a single packet is lost
in a window of data. Hence, Reno can suffer performance
problems when multiple packets are lost in a window [8].
NewReno addresses this problem by improving the loss re-
covery phase to handle this situation [8,12].

The wireless environment often involves portable devices
which rely on batteries as their energy supplies. In this sce-
nario, a key objective is the efficient usage of limited power
sources. Traditionally, most of the effort in this respect
has been focused on battery technology (a slowly improv-
ing field) and on low-power circuitry. As better and better
performance are being achieved by the RF components, this
brings other functions to play a significant role in the power
budget [10]. On the other hand, the emergence of various ap-
plications and the need to support them in a wireless setting

may open up new possibilities for energy saving strategies.
For example, delay tolerant traffic may provide some degree
of flexibility in that one does not have to fight bad channel
conditions by just sending more power, but rather may de-
fer transmission to better times by using channel-dependent
scheduling [4]. It therefore makes sense to study how proto-
col rules and parameters affect the energy consumption of a
device. So far, no energy study has been performed for TCP.
Such a study is the focus of this paper.

The algorithm used in TCP for congestion control was
designed with a wireline environment in mind, where the
most likely sources of data losses are congestion and buffer
overflow. Therefore, when congestion arises the backoff al-
gorithm shrinks the size of the flow control window, thereby
trying to decrease the amount of data entering the network.
It has been pointed out by many authors [2,3,5,7,12–15] that
the mismatch between the protocol action and the true cause
of data losses in the wireless environment (i.e., channel er-
rors) leads to performance problems. By looking at it from
a different perspective, and considering the memory usually
present in the error process induced by a fading channel, we
argue that in some cases the window adaptation algorithm
used in TCP may in fact be more efficient than predicted by
those early studies, most of which neglected the actual char-
acteristics of wireless propagation [11].

For example, it has been shown in [6,19,20] that, in the
presence of correlated packet errors, backing off transmis-
sions may in fact be the right thing to do, at least as long as
error bursts are long relative to the propagation delay of the
connection. This is explained by noting that in this case long
error bursts are persistent conditions (as is congestion), and
therefore it is appropriate that protocol actions be triggered
by them. In fact, the throughput performance of TCP has
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been shown to be enhanced by the presence of bursty errors,
as opposed to random errors [6,19,20].

By the same token, one might expect that this mechanism
is efficient from the energy management perspective as well.
As discussed in [21,22], efficient usage of energy is achieved
when a scheme stops transmitting when the channel condi-
tions become adverse and resumes transmission when they
improve. In fact, this is exactly what the window adaptation
algorithm of TCP does. That is, even though that algorithm
was designed for a wireline environment where energy is
usually not an issue, its way of handling congestion turns
out to be very efficient in guaranteeing reduced energy con-
sumption as well. This fact is very interesting and sheds
new light on the effectiveness of TCP as a transport protocol
for wireless environments. Another interesting conclusion
of this study is that, unlike throughput, the energy efficiency
metric may be very sensitive to the TCP version used and
to the choice of the protocol parameters, so that large gains
appear possible.

The paper is organized as follows. In section 2, we de-
scribe the OldTahoe, Tahoe, Reno and NewReno versions of
TCP. The system model and the correlated fading channel
model considered in this paper are presented in section 3.
The analytical approach is described in section 4, which re-
ports the full analysis for TCP Tahoe. Section 5 discusses
the numerical results, and conclusions and topics of future
research are provided in section 6.

2. TCP OldTahoe, Tahoe, Reno and NewReno

A detailed description of the receive and transmit processes
in TCP OldTahoe, Tahoe, Reno and NewReno has been
given in [12,19]. We report it here for the reader’s con-
venience, since the analysis given in the next section will
heavily refer to the detailed protocol rules.

While the receive processes are the same for all of the
TCP versions considered, their transmit processes are differ-
ent in the way the loss recovery phase is implemented.

The TCP receiver can accept packets out of sequence, but
will only deliver them in sequence to the TCP user. During
connection set up, the receiver advertizes a maximum win-
dow size, Wmax, so that the transmitter does not allow more
than Wmax unacknowledged data packets outstanding at any
given time. The receiver sends back an acknowledgement
(ACK) for every data packet it receives correctly. The ACKs
are cumulative. That is, an ACK carrying the sequence num-
ber m acknowledges all data packets up to, and including,
the data packet with sequence number m − 1. The ACKs
will carry the next expected packet sequence number, which
is the first among the packets required to complete the in-
sequence delivery of packets. Thus, if a packet is lost (af-
ter a stream of correctly received packets), then the trans-
mitter keeps receiving ACKs with the sequence number of
the first packet lost (called duplicate ACKs), even if packets
transmitted after the lost packet succeed in being correctly
received at the receiver.

The TCP transmitter operates on a window based trans-
mission strategy as follows. At any given time t , there is a
lower window edge X(t), which means that all data packets
numbered up to, and including, X(t) − 1 have been trans-
mitted and acknowledged, and that the transmitter can send
data packets from X(t) onwards. The transmitter’s conges-
tion window, W(t), defines the maximum amount of data
packets the transmitter is permitted to send, starting from
X(t). Under normal data transfer, X(t) has non-decreasing
sample paths. However, the adaptive window mechanism
causesW(t) to increase or decrease, but never exceedWmax.
Transitions in the processes X(t) and W(t) are triggered by
the receipt of ACKs. The receipt of an ACK that acknowl-
edges some data will cause an increase inX(t) by an amount
equal to the amount of data acknowledged. The change in
W(t), however, depends on the particular version of TCP
and the congestion control process. Each time a new packet
is transmitted, the transmitter starts a timer. If such timer
reaches the round trip timeout value (derived from a round
trip time estimation procedure [17]) before the packet is ac-
knowledged, timeout expiration occurs and retransmission
is initiated from the next packet after the last acknowledged
packet. It is noted that the timeout values are set only in
multiples of a timer granularity [17].

The basic window adaptation procedure, common to all
TCP versions [18], works as follows. LetW(t) be the trans-
mitter’s congestion window width at time t , and Wth(t) be
the slow-start threshold at time t . The evolution ofW(t) and
Wth(t) are triggered by ACKs (new ACKs, and not duplicate
ACKs) and timeouts as follows:

1. If W(t) < Wth(t), each ACK causes W(t) to be incre-
mented by 1. This is the slow start phase.

2. If W(t) � Wth(t), each ACK causes W(t) to be incre-
mented by 1/W(t). This is the congestion avoidance
phase.

3. If timeout occurs at the transmitter at time t , W(t+) is
set to 1, Wth(t

+) is set to �W(t)/2�, and the transmitter
begins retransmission from the packet after the last ac-
knowledged packet.

Note that the transmissions after a timeout always start with
the first lost packet. The window of packets transmitted from
the lost packet onwards, but before retransmission starts, is
called the loss window.

Besides running the basic window adaptation algorithm,
the transmitter performs other three tasks which are related
to packet losses:

• loss detection: a mechanism by which the transmitter
concludes (correctly or incorrectly) that a packet was
lost;

• loss recovery phase: a mechanism which allows the pro-
tocol to recover lost packets through retransmission;

• window adaptation during loss recovery: the way win-
dow adaptation is handled while lost packets are being
recovered (different than the basic window adaptation in
general).
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The procedures implemented in TCP OldTahoe, Tahoe,
Reno and NewReno are as follows.

• In the case of OldTahoe, loss detection and recovery
is performed only through timeout and retransmission.
Window adaptation during loss recovery follows the ba-
sic algorithm.

• In the case of Tahoe, a fast retransmit procedure is imple-
mented for loss detection. If subsequent to a packet loss,
the transmitter receives the Kth duplicate ACK at time t ,
before the timer expires, then the transmitter behaves as
if a timeout has occured and begins retransmission, with
W(t+) andWth(t

+) as given in the basic window adapta-
tion algorithm described above.

• In the case of Reno also, the fast retransmit procedure
following a packet loss is implemented. However, the
subsequent recovery procedure is different. If the Kth
duplicate ACK is received at time t , thenWth(t

+) is set to
�W(t)/2�, andW(t+) is set toWth(t

+)+K (the addition
of K accounts for the K packets that have successfully
left the network). The Reno transmitter then retransmits
only the first lost packet. As the transmitter waits for
the ACK for the first lost packet retransmission, it may
get duplicate ACKs for the outstanding packets. The re-
ceipt of each of such duplicate ACK causes W(t) to be
incremented by 1. If there was only a single packet loss
in the loss window, then the ACK for its retransmission
will complete the loss recovery; W at this time would
be set to Wth, and the transmission resumes according to
the basic window control algorithm. If there are multi-
ple packet losses in the loss window, then the ACK for
the first lost packet retransmission will advance the left
edge of the window, X, by an amount equal to 1 plus
the number of good packets between the first lost packet
and the next one. In this case, if the loss recovery is not
successful due to lack of the duplicate ACKs necessary
to trigger multiple fast retransmits, then a timeout has to
be waited for. The above data loss recovery strategy in
Reno is shown to perform better than Tahoe when sin-
gle packet losses occur in the loss window, but can suffer
performance problems when multiple packets are lost in
the loss window [8].

• In the case of NewReno, fast retransmit and congestion
window adaptation are as in Reno, but the loss recov-
ery mechanism is as in Tahoe [12]. The NewReno ver-
sion of the protocol can recover from multiple losses in
some cases, and is therefore more suited than Reno to the
wireless environment, where packet losses may occur in
bursts.

3. System model

We are interested in the performance of TCP during a bulk
data transfer. Therefore, we neglect the connection set-up
and tear-down phases, and focus only on the transfer of a
large amount of data. The transmitter is assumed to always

have packets to send. A single TCP connection is present
over a channel with very small bandwidth-delay product, as-
sumed to be zero in this study1. Acknowledgement mes-
sages are therefore assumed to be instantaneously available
to the transmitter at the end of each slot, and also error-free2.

3.1. Error model

Multipath fading exhibits memory and in the presence of
short packet durations (e.g., as found on relatively high-data-
rate links) this results in correlated packet errors. Therefore,
commonly used models where errors occurring in different
slots are independent and identically distributed do not ap-
ply in this case. Error models which explicitly account for
memory are more adequate for the present study.

The issue of how to model fading channels has received
much attention, and it is in general very difficult to be able
to capture in a very accurate way the artifacts arising in
the wireless environment. Following [25], we adopt here
a simple two-state Markov model for the process of packet
errors. More accurate models for fading channels may in-
volve a number of states larger than two. For the purposes of
this study, the two-state model appears to be the one which
combines sufficient accuracy with analytical simplicity. For
studies in which larger time scales are involved (e.g., delay
analysis), more accurate models may have to be used (see
[23] for a discussion). The accuracy of the two-state model
used will be discussed later in the paper.

For a two-state error model, the statistics of the packet
errors is fully characterized by the transition matrix of such
process:

Mc =
(
pBB pBG
pGB pGG

)
, (1)

where pBG is the transition from bad to good, i.e., the condi-
tional probability that a successful transmission occurs in a
slot given that a failure occurred in the previous slot, and the
other entries in the matrix are defined similarly. The average
probability of a packet loss, ε, can be found from the prob-
abilities in (1), which in turn depend on the physical char-
acterization of the channel, usually expressed in terms of
the fading margin, F (or, equivalently, the Signal-to-Noise
Ratio, averaged over fading), and the normalized Doppler
frequency, fDT , where T is the packet duration.

More specifically, the model proposed in [25] assumes
that whenever the received power falls below a threshold
(which depends on the fading margin), the packet is incor-
rect, and that it is correct otherwise. For this simple model,
we have

ε = 1 − e−1/F , (2)

1 Simulations showed that with round-trip times of one or two slots the
results do not differ from those in the ideal case considered.

2 Here, again, simulations show appreciable differences only for ACK error
probabilities higher than about 0.01, so that the assumption of error-free
transmission does not appear too restrictive.



268 M. ZORZI, R.R. RAO

and

pGB = 1 − Q(θ, ρθ)−Q(ρθ, θ)
e1/F − 1

, (3)

where

θ =
√

2/F

1 − ρ2 , (4)

ρ = J0(2πfDT ) is the correlation coefficient of two succes-
sive samples of the complex amplitude of a fading channel
with Doppler frequency fD, taken T seconds apart, fDT is
the normalized Doppler frequency, and

Q(x, y) =
∫ ∞

y

e−(x2+w2)/2I0(xw)w dw (5)

is the Marcum Q function. In (5), I0 is the modified Bessel
function of the first kind and of zeroth order. The entries of
the transition matrix can then be found from (2) and (3), by
using the relationship ε = pGB/(pGB + pBG). By choos-
ing different values of fDT , we can establish fading channel
models with different degrees of correlation in the fading
process.

The above model has the advantage of being completely
analytical. The price to be paid in this case amounts to sev-
eral assumptions, the major being:

(i) the threshold mechanism to decide for success or fail-
ure,

(ii) the assumption that the error process is two-state
Markov, and

(iii) the assumption (following from (ii)) that the average
length of an error burst is given by 1/pBG.

Of course, a more accurate way to study the behavior
of TCP over a wireless channel would be to directly sim-
ulate the fading process and the consequent generation of
bit errors, to map it into packet errors and then run TCP on
top of the error process obtained, which will not be an an-
alytical approximation but the true process, at least within
the accuracy of the simulation tool for the fading process.
This has the undesirable property of being an all-simulation
approach, with the obvious costs in terms of running time.
Also, a major drawback of this approach is that it depends
on the number of bits in a packet (whereas in the above ana-
lytical model everything is summarized in the parameters F
and fDT ), and on the coding scheme used, if any.

An intermediate approach is to obtain a packet error trace
by simulating the fading process, to estimate from it the av-
erage packet error rate and the average length of a burst of er-
rors, and to apply the TCP analysis while using the Markov
parameters obtained in this way instead of relying on the
analytical model of [25]. This approach has the advantage
of overcoming assumption (i) above and, partially, also as-
sumption (iii). In fact, the actual bit errors and packet er-
rors are generated. Also, instead of measuring the transition
probability between consecutive slots and extrapolating the
burst length from it, the actual burst lengths are used. If the

error process is not exactly Markov, then the parameter val-
ues obtained in the two cases may be considerably different.
On the other hand, the assumption that the error process is
two-state Markov is still made here.

Later in the paper, all three models will be used to obtain
some results and to compare different solutions, also gain-
ing some insight on the behavior of the error process due
to fading. In most of the results, we will use the Markov
model with simulated parameters. The main reason for us-
ing simulated parameters rather than those given by the fully
analytical approach is that we want to be as accurate as pos-
sible in relating the fading margin (transmitted power) to the
packet error rate, to be accurate in investigating energy con-
sumption performance and energy/throughput tradeoffs.

4. Analysis

The analytical approach here described is based on the the-
ory of Markov/renewal reward processes [9]. The joint evo-
lution of the window adaptation algorithm and of the channel
state can be represented by a random process. This process
has a very complicated evolution in general, due to the time-
out mechanism which requires that the ages of the outstand-
ing packets (i.e., packets for which an ACK is still expected)
be tracked.

However, if we look at this process at some particular in-
stants, it turns out that the matter is very much simplified,
and an analytical approach can be developed and solved.
For concreteness, we examine here in detail the case of TCP
Tahoe. TCP Reno and NewReno, whose loss recovery phase
is a little more elaborate, can be analyzed using similar tech-
niques, although with a little more effort [19].

Let us ignore for the moment the need to track time, trans-
missions and successes, and let us focus on the joint evolu-
tion of the window adaptation parameters, W and Wth, and
of the channel state. This evolution is composed of cycles
where a cycle is the time evolution between two loss detec-
tion events.

More specifically, let us count time in slots (equal to the
packet transmission time) and let us define tk as the slot im-
mediately following the detection of a packet loss. This de-
tection may be triggered by either a timeout or the reception
of theKth duplicate ACK. In both cases, however, the action
taken by the algorithm is the same: the slow start thresh-
old is set to Wth(tk) = �W(tk − 1)/2�, the window size is
set to W(tk) = 1, and all timeouts are reset so that there
are no outstanding packets in the system. Then, in slot tk ,
the oldest unacknowledged packet is retransmitted. From
this point on, as long as there are successful transmissions,
the system will keep running, the window size will grow
and packets will keep being transmitted and acknowledged
until at some point there will be an incorrect transmission.
This incorrect transmission will lead to a packet loss detec-
tion which will be resolved by either timeout or duplicate
ACKs, and in the slot immediately following this detection,
i.e., slot tk+1, retransmission of the oldest unacknowledged
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packet is performed and so on. Thus, cycle k will cover slots
{tk, tk + 1, . . . , tk+1 − 1}, and at time tk+1 cycle k + 1 will
start.

Let us define a random process as X(k) = (C(tk − 1),
W(tk),Wth(tk)), where C(t) ∈ {B,G} is the channel state
in slot t (with B for a failure and G for a success). From
the protocol rules, and from the assumption that the channel
error process is Markov, we can conclude that, conditioned
on X(k), the future evolution of the process X(m), m > k,
is independent of the past, X(m), m < k, i.e., the random
process X(k) is a Markov process.

In order to get useful results from the above setup, we
need to be able to count how many packets are transmitted
and how many of them are successfully received, and also
to track time. These quantities are not included in the above
model, which is therefore to be extended to incorporate this
information as well.

Given a Markov chain, it is always possible to define a
semi-Markov process as in [9, chapter 10]. This new process
admits the original chain as its embedded Markov chain,
which determines the transition structure and the transition
probabilities. In addition, by introducing metrics on the tran-
sitions we can track other events and random quantities. In
particular, we will be interested in the following quantities
associated to a given transition: number of slots, Nd, num-
ber of transmission attempts, Nt, and number of successful
transmissions3, Ns. By following the evolution of the em-
bedded Markov chain while cumulating the metrics on each
transition, it is possible to compute a variety of quantities, as
detailed in the following.

4.1. Markov approach

Let tk be the kth sampling instant determined according to
the above rules (without loss of generality, assume t1 = 1.)
Cycle k was defined as the time evolution of the system be-
tween the two consecutive sampling instants tk and tk+1. The
statistical behavior of a cycle only depends on the channel
state at time tk − 1 and on the slow start threshold and win-
dow size at time tk .

When we look at the evolution of the process during
a generic cycle k, it is implicit in what follows that sys-
tem variables are conditioned on X(k) = (C(tk − 1),
Wth(tk),W(tk)) ∈ !X, where !X is the set of all possible
values of X(k) (state space of the sampled process). For the
case under consideration we have

!X =
{
(C,Wth, 1), C = B,G, 1 � Wth �

⌈
Wmax

2

⌉}
, (6)

since after detecting a loss at time tk − 1 we have always
W(tk) = 1 and Wth(tk) = �W(tk − 1)/2� � �Wmax/2�.

3 We remark here that the the notion of successful transmissions is not nec-
essarily the same as that of successfully received packets. It is possible
that a packet is successfully received but cannot be acknowledged because
of previous losses. Future evolution may lead to another transmission of
this packet, again with good channel. In this case, even though we have
two successfully received transmissions, only one of them is to be counted
towards throughput, as they are the same packet.

Note that the number of states is just 2�Wmax/2� � Wmax

+ 1. For simplicity of notation, let C(tk − 1) = C.
For convenience, we divide a cycle into two phases. The

first phase starts with slot tk and terminates when the first
error occurs at time tk+n, where the conditional probability
distribution of n, given the initial state X(k), is given by

αC(n)= P
[
first error at t = tk + n | C(tk) = C

]
=

{
pCB, n = 1,

pCGp
n−2
GG pGB, n > 1.

(7)

Note that for a stationary error process (7) is independent
of k.

The second phase of cycle k starts at time tk + n+ 1 and
ends upon detection of the loss which occurred at time tk+n.
Cycle k + 1 starts in the following slot, which by definition
is tk+1.

Let (C(tk+n),Wth(tk+n),W(tk+n)) be a variable which
tracks the joint channel/window state at the end of phase one.
We know that for sureC(tk+n) = B. Also, by looking at the
rules of the window adaptation algorithm, we note that after
the loss at time tk + n the window parametersWth(t),W(t)

are not updated until the loss is detected, at which time one
sets Wth(tk+1) = �W(tk + n)/2�,W(tk+1) = 1. It is then
clear that the state of the Markov chain at the beginning of
the next cycle,X(k+1), is independent ofWth(tk+n), which
is therefore irrelevant. An appropriate variable to track the
system state between the two phases is therefore Y (k) =
W(tk + n), which takes on values in !Y = [1,Wmax]. In
order to track the effect of this variable on the future evo-
lution of the system, the state space !Y can be quantized
into a finite number of intervals (see [19, appendix] for more
details).

The system evolution can then be represented as a se-
quence of cycles, each composed of two phases. We can
study the two phases separately, obtaining the two matrix
transition functions �(1)(z) and �(2)(z), where the ij th en-
try of �(1)(z) is the transition function associated to the tran-
sition from state i ∈ !X to state j ∈ !Y , and analogously
the j)th entry of �(2)(z) is the transition function associated
to the transition from state j ∈ !Y to state ) ∈ !X [9]. The
statistics of the system evolution during a cycle is then char-
acterized by the matrix transition function �(z), obtained by
combining the two phases, i.e.,

�(z) = �(1)(z)�(2)(z), (8)

whose entries are the transition functions associated to tran-
sitions from !X to itself during a full cycle.

The above functions are transform representations of the
statistics of the metrics for each transition, and the variable z
is in fact a vector of variables, one per metric being tracked.
More precisely, let ξij (Nd, Nt, Ns) be the probability that
the system makes a transition to state j in exactly Nd slots,
and that in {1, 2, . . . , Nd} Nt transmission attempts are per-
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formed and Ns transmission successes are counted, given
that the system was in state i at time 0. Then, we have

+ij (zd, zt, zs) =
∑

Nd,Nt,Ns

ξij (Nd, Nt, Ns)z
Nd
d z

Nt
t z

Ns
s , (9)

where the sum is extended to all possible values of Nd, Nt,

Ns.
With this notation, the transition matrix of the embedded

Markov chain X(k) is just given by P = �(1, 1, 1). The
matrix of average delays can be found as

D = ∂�(zd, zt, zs)

∂zd

∣∣∣∣
zd,zt,zs=1

= D1�
(2)(1, 1, 1)+ �(1)(1, 1, 1)D2, (10)

where

D1 = ∂�(1)(zd, zt, zs)

∂zd

∣∣∣∣
zd,zt,zs=1

, (11)

D2 = ∂�(2)(zd, zt, zs)

∂zd

∣∣∣∣
zd,zt,zs=1

. (12)

The averages of the other quantities, T , S, can be found sim-
ilarly.

Let A(k) and B(k) be two cumulated metrics during the
first k cycles of the system evolution. From the theory of re-
newal reward processes [9,16] we have that with probability
one

lim
k→∞

A(k)

B(k)
= E[A]
E[B] =

∑
i∈!X πi

∑
j∈!X PijAij∑

i∈!X πi
∑
j∈!X PijBij

, (13)

where πi, i ∈ !X, are the steady-state probabilities of the
Markov chain with transition matrix P , and Aij , Bij are the
averages of the corresponding metric during transition ij .

By setting A,B appropriately, one can compute various
metrics. For example, we have the following cases:

• A = S,B = D: average number of successes per slot
(throughput);

• A = T ,B = D: average number of transmissions per
slot (system load);

• A = S,B = T : average number of successes per trans-
mission (success probability).

From the second and third cases we can obtain the en-
ergy consumption and the energy efficiency, respectively, af-
ter multiplying T by a (normalized) measure of the power
transmitted when the user is active, for example the fading
margin or the average SNR4.

Note that the above definition for the energy consumption
assumes a model in which power is consumed during trans-
missions only. In reality, the terminal consumes some power

4 What is of interest here is not the absolute value of the energy efficiency,
which depends on the conventional way to define the unit of transmitted
energy, but rather the relative comparison among different solutions. In
this view, any quantity which is proportional to the transmitted power will
do, as long as it is used consistently.

also when idle, and if the percentage of idle time is large this
contribution cannot be neglected.

A more complete model may be obtained by defining

C = (F +wa)T +wi(D − T ), (14)

where C is the matrix of the average energy consumption per
transition, F is the amount of energy consumed by the termi-
nal during one transmission5, and wa, wi are the amounts of
energy consumed by the rest of the circuitry (i.e., excluding
the transmission stage) during an active or idle slot, respec-
tively. Note thatwa is assumed here to be independent of the
fading margin. Note also that wa, wi are to be expressed in
appropriate units consistent with the use of F for the energy
consumed. Setting wa = wi = 0 gives the simple results as
described above.

With the more complete model we can express the energy
efficiency of the protocol (bits-per-joule rating) as

energy efficiency =
∑
i∈!X πi

∑
j∈!X Pij Sij∑

i∈!X πi
∑
j∈!X PijCij

. (15)

We may elaborate on this expression to determine the ef-
fect of idle consumption on the overall performance. Let
η be the average throughput, and let λ denote the energy
efficiency and λ0 its value when all consumption is due to
transmissions. We have

λ= E[S]
E[C] = E[S]

(F +wa − wi)E[T ] +wiE[D]
= E[S]

FE[T ]
(

1 + wa −wi

F
+ wiE[D]

FE[T ]
)−1

= λ0

(
1 + wa −wi

F
+ wiλ0

η

)−1

� λ0

(
1 − wa −wi

F
− wiλ0

η

)

� λ0

(
1 − wa

F
− wi

F

1 − η
η

)
, (16)

where we used the fact that

λ0

η
= E[S]

FE[T ]
E[D]
E[S] � E[D]

FE[S] = 1

Fη
. (17)

Therefore, the actual value of the energy efficiency can
be bounded as follows:

λ0

(
1 − wa

F
− wi

F

1 − η
η

)
� λ � λ0. (18)

It can be clearly seen from (18) that as long as F � wi, wa
and for the cases of interest where the throughput is not too
small (say, η � 0.5), λ0 is a good approximation for λ. In
this paper, we will only consider λ0, since application of the
above formulas requires detailed knowledge of the energy
consumption quantities, which is beyond the scope of the

5 That is, the energy consumption unit in this case is the energy spent to
transmit one packet with fading margin of 0 dB.
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present work. It is clear, however, that as soon as such quan-
tities are known, application of the analysis readily provides
numerical results.

In order to compute steady-state performance from these
relationships, knowledge of P = �(1, 1, 1) and of D,T and
S is sufficient. On the other hand, the full transform expres-
sion of the transition functions, �(z), may be useful in fur-
ther elaborations (e.g., computation of higher moments [9]).

4.2. Computation of the transition functions

We first compute �(1)(z). Let X = X(k) = (C,Wth,W).
The first part of the cycle has a duration of Nd = n slots
with probability αC(n), n � 1. Conditioned on the value of
n, the value of the window size at time n is a deterministic
function W(n) = w(n,W,Wth) � Y of Wth and W , and is
assumed to be known6.

Conditioned on the value of n, we have thatNd = n slots,
Nt = n packet transmissions and Ns = n − 1 packet suc-
cesses. Therefore,

�
(1)
XY (zd, zt, zs) =

∑
n∈C(X,Y )

αC(n)z
n
dz
n
t z
n−1
s , (19)

where C(X, Y ) = {n: w(n,W,Wth) = Y } is the set of all
values of n which result in the same window size.

As to the computation of �(2)(z), note that phase two
may end in two different ways. If after the loss at time n
and before the window fills up, there occur K successful
transmissions, fast retransmit is triggered and a cycle starts
in the slot following the Kth success. On the other hand, if
the window fills up before K successful transmissions oc-
cur, then the transmitter stalls until the timeout timer for the
oldest loss expires at time n+ T0 − 1 and the next cycle will
start at time n+ T0. For simplicity of notation, and without
loss of generality, in the following we set n = 0.

4.2.1. Timeout
Let ϕm)(j, x) be the probability that there are j successful
transmissions in slots 1 through x and that the channel is
in state ) at time x, given that the channel was in state m
at time 0.7 Note that ϕm)(j, x) = 0 for j > x. For a given
value Y , consider the event that there are j successful slots in
{1, 2, . . . , �Y �− 1} and that the channel state in slot �Y �− 1
is γ , with probability ϕBγ (j, �Y � − 1). If j < K , this event
will lead to timeout, and the system state at the beginning of
the next cycle will be equal to X(k + 1) = (C, �Y/2�, 1).
The transition metricsNd andNt are deterministic and given
by T0 − 1 and �Y � − 1, respectively. Note that on the other
hand, Ns is a random variable. Moreover, since the number
of successful transmissions to be counted as true successes
(i.e., contributing to throughput) depends on what happens

6 For example, it can be tabulated by a simple program.
7 Both a recursive technique and explicit expressions for these probabilities

are given in [24]. Note that the functions φ in that paper are defined in
a slightly different way. However, it is straightforward to relate them by
noting that ϕBG(j, x) = φ10(j − 1, x) and ϕGB(j, x) = φ01(j + 1, x),
whereas in the other two cases they are the same.

in the following cycles, considering the exact value of Ns
in the analysis leads to a process which is not semi-Markov.
A possible way around this problem is to define two slightly
different ways to count successes, which provide stochastic
bounds and result in semi-Markov processes. An obvious
pessimistic bound is Ns � 0, whereas an optimistic bound
is Ns � j , since the total contribution to throughput cannot
exceed the total number of successful transmissions. For a
specific event as defined above, these two bounds do not de-
pend on past and future evolution, so that the semi-Markov
character of the resulting processes is guaranteed.

The transition function which incorporates all the above
events leading from Y toX(k+1) = (C, �Y/2�, 1) can then
be written as ∑

γ=B,G
pγC

(
T0 − �Y �)zT0−1

d z
�Y �−1
t

×
K−1∑
j=0

ϕBγ
(
j, �Y � − 1

)
z
Ns(γ ,j)
s , (20)

where 0 � Ns(γ, j) � j and the appropriate (T0−�Y �)-step
channel transition probability has been included to account
for the channel evolution during the time when transmissions
do not occur. These probabilities are given by(

pBB(i) pBG(i)

pGB(i) pGG(i)

)
=

(
pBB pBG
pGB pGG

)i
. (21)

4.2.2. Fast retransmit
Consider now the case in which fast retransmit is triggered,
i.e., K successful transmissions occur before the window is
filled. Let i be the slot in which theKth successful transmis-
sion occurs. Since only �Y � − 1 transmissions are allowed
after the loss, we have K � i < �Y �.

For the case i = K we have that the loss at time 0
is followed by K successful transmissions, and the result-
ing duplicate ACKs trigger fast retransmit with the con-
sequent start of a new cycle at time K + 1. The proba-
bility of this event is pBGp

K−1
GG , and the associated time

is Nd = K slots, equal to the number of transmissions
Nt = K . The window parameters at time K + 1 will be
W(K + 1) = 1,Wth(K + 1) = �Y/2�. As to the number
of successes, we also have Ns = K . In fact, if the next cy-
cle starts with a success, this will ACK all K packets along
with the retransmitted packet. On the other hand, if the next
cycle starts with a failure, since the window size has been
set to 1 the algorithm will have to wait for the timeout, and
will do so as many times as needed until at last a successful
retransmission will occur. At that time, allK packets will be
acknowledged along with the retransmitted packet. There-
fore, we conclude that in this case allK successful transmis-
sions must be counted as successes since they will eventually
be acknowledged without being retransmitted. We therefore
conclude that the event under consideration corresponds to
a transition from Y to X = (G, �Y/2�, 1) with transition
function

pBGp
K−1
GG zKd z

K
t z

K
s . (22)
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Note that in the definition of X(k) the channel state refers to
time tk − 1, which in this case is necessarily a success.

For the case i > K , we have i−K losses in {1, 2, . . . , i}.
The above argument about counting successes applies, but
in this case the packets which will certainly be acknowl-
edged without being retransmitted are only those transmit-
ted in {1, 2, . . . , )1 − 1}, where )1 is the slot in which the
first loss after the one at time 0 occurs. Other successfully
transmitted packets in {)1 + 1, )1 + 2, . . . , i} will not be ac-
knowledged upon correct retransmission of the packet lost
at time 0, and they may or may not be acknowledged with-
out being retransmitted, depending on the specific evolution.
A detailed study would be too tedious in this case, so we use
a bounding technique to estimate the number of successes to
be counted. Of course, we have the upper bound Ns � K .
For the lower bound, based on the above discussion we have
that at least )1 − 1 packets will eventually be acknowledged
when a successful retransmission of the packet lost at time
0 occurs. Therefore, we have Ns � )1 − 1. For the other
metrics, we have Nd = Nt = i.

Finally, let B(i, )1),K < i < �Y � , 0 < )1 � K be the
event that the Kth success occurs at time i and the first loss
after the loss in 0 occurs at time )1. We have

P
[
B(i, )1)

] =




pBBϕBG(K, i − 1),
)1 = 1,
i = K + 1, . . . , �Y � − 1,

pBGp
)1−2
GG pGBϕBG(K − )1 + 1, i − )1),

)1 = 2, . . . ,K,
i = K + 1, . . . , �Y � − 1.

(23)
The transition which corresponds to B(i, )1) again goes
from Y to X = (G, �Y/2�, 1) with transition function

P
[
B(i, )1)

]
zidz

i
tz
Ns()1)
s , (24)

where )1 − 1 � Ns()1) � K .

5. Numerical results

In this section, we present numerical results obtained via the
analytical approach previously discussed. In the following,
the Tahoe, Reno and NewReno versions of TCP will be con-
sidered, whereas TCP OldTahoe will not be considered due
to poor performance. As discussed in section 3, we consider
the flat Rayleigh fading channel [11], whose error process
is approximated by a two-state Markov chain. In particular,
the degree of memory of the channel directly depends on
the normalized value of the Doppler frequency, fDT , where
fD is the maximum Doppler shift [11] and T is the packet
duration.

We assume here a wireless link running at 1.5 Mbps.
TCP packets are 1024 bytes long, which results in a packet
length T of a little more than 5 ms. As the focus here is
on slow fading channels, the considered range of values for
the normalized Doppler frequency, fDT , is between 0.001
and 0.256. In the 900 MHz band, the largest value corre-
sponds to about 5 km/h, whereas the lowest corresponds to

essentially stationary terminals. With the assumed packet
size, fDT = 0.256 already gives results close to the iid error
case, so that the range considered covers all cases of inter-
est. The baseline case has K = 3 for the fast retransmit
threshold, and a minimum timeout T0 = 100 slots, which is
close to the usual 500-ms timer granularity. For the size of
the maximum advertized window,Wmax = 6 and 24 packets
have been considered.

5.1. Effect of the channel model

Before we present and discuss TCP performance results, we
take a brief look at the issue of channel modeling. Our goal
here is to model the channel error process in a simple way,
while retaining sufficient accuracy in the evaluations.

In figures 1–4 we compare the throughput performance
of TCP Tahoe for various values of the Doppler frequency
and for Wmax = 24, as obtained via the following three ap-
proaches:

Figure 1. Throughput versus average error rate for TCP Tahoe with
Wmax = 24, K = 3, T0 = 100, packet size 1024 bytes, fDT = 0.001.

Comparison of three models.

Figure 2. Throughput versus average error rate for TCP Tahoe with
Wmax = 24, K = 3, T0 = 100, packet size 1024 bytes, fDT = 0.008.

Comparison of three models.
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Figure 3. Throughput versus average error rate for TCP Tahoe with
Wmax = 24, K = 3, T0 = 100, packet size 1024 bytes, fDT = 0.032.

Comparison of three models.

Figure 4. Throughput versus average error rate for TCP Tahoe with
Wmax = 24, K = 3, T0 = 100, packet size 1024 bytes, fDT = 0.128.

Comparison of three models.

• the fully analytical approach, i.e., the Markov analysis of
section 4 with the parameters of the error process com-
puted as in [25] (marked as “analysis” in the plots);

• the fully simulated approach, where the actual TCP pro-
tocol is run over a trace of packet errors obtained through
fading simulation according to Jakes [11] (marked as
“simulation” in the plots);

• the hybrid approach, i.e., the Markov analysis of section 4
with the parameters of the error process estimated from
the trace of packet errors obtained through fading simu-
lation according to Jakes [11] (marked as “analysis/sim.”
in the plots).

The values used for the normalized Doppler frequency
are fDT = 0.001, 0.008, 0.032, 0.128, each correspond-
ing to a different plot. For the simulation approach, which
depends on the physical layer details, a packet length
of 1024 bytes with no coding has been assumed. From plots
in figures 1–4, different behaviors can be observed. When

the fading is very slow (fDT = 0.001, figure 1), the actual
simulated performance is in fact closer to the all analytical
approach than to the (supposedly more accurate) hybrid ap-
proach. By comparing the values of the burst length obtained
from (3) with those actually measured, one finds that the for-
mer overestimate the burstiness, and this explains the better
performance obtained in this case with respect to the hybrid
case, in which the true (lower) burstiness is used. How-
ever, as discussed in [23], in some cases the tail of the error
burst distribution is heavier than predicted by the two-state
Markov approach, so that the simulated performance is bet-
ter than the hybrid results due to this increased burstiness. It
appears that in this case the heavy tail of the simulated error
process and the overestimation of the average burst length in
the analytical approach lead to a similar effect on the numer-
ical results.

For faster (while still slow in general) fading, this behav-
ior is attenuated and the two analytical approaches get closer
together. The agreement of the simulated results is good in
general, although analytical predictions may turn out to be
a little pessimistic for intermediate values of fDT (see fig-
ure 3). Finally, for fDT = 0.128 all three approches agree,
since the error process is weakly correlated, and the results
obtained are close to the iid case (see figure 4).

In the following we will use the hybrid model, mainly be-
cause it provides the correct relationship between the trans-
mitted power and the error parameters. The results of the
above figures give an indication on the accuracy of the re-
sults presented in the rest of this section. In particular, most
results closely match simulations, and are conservative in
general.

5.2. TCP performance results

Figures 5 and 6 show the throughput performance of TCP
Tahoe and TCP Reno as a function of the average packet
error rate. Three values of the Doppler frequency are con-
sidered, namely, fDT = 0.001, 0.016 and 0.256.

In the presence of bursty packet errors, two conflicting ef-
fects influence the performance. For a given value of the av-
erage packet error rate, clustered errors correspond to fewer
error events (each comprising multiple packet errors), and
therefore the congestion window is shrunk less frequently
than for iid errors. A second effect takes place depending on
the relationship between channel error burstiness and size of
the advertized window. In order to trigger a fast retransmit,
K = 3 duplicate ACKs must be successfully received af-
ter a packet loss. If a packet is corrupted by the channel at
time t , onlyW(t)− 1 more packets can be transmitted, with
W(t) − 1 � Wmax − 1 (= 5 in the case of figure 5). There-
fore, if W(t) − K or more packets are also corrupted, then
the congestion window will be exhausted before K dupli-
cate ACKs can be generated. The transmitter will then stop
and wait for a timer expiration, i.e., the fast retransmit fea-
ture is not triggered. This undesirable event is fairly likely if
the channel error burstiness is comparable with the conges-
tion window size. This explains why the results for Tahoe
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Figure 5. Throughput versus average error rate for TCP Tahoe and TCP
Reno with Wmax = 6, K = 3, T0 = 100, packet size 1024 bytes, fDT =

0.001 (slow), 0.016 (medium) and 0.256 (fast).

Figure 6. Throughput versus average error rate for TCP Tahoe and TCP
Reno with Wmax = 24, K = 3, T0 = 100, packet size 1024 bytes, fDT =

0.001 (slow), 0.016 (medium) and 0.256 (fast).

in figure 6 (where Wmax = 24) are noticeably better than
those in figure 6 (where Wmax = 6). On the other hand, the
rules of Reno are such that when two or more errors occur in
the same window the system will timeout regardless of the
window size, and this is why the performance of Reno in fig-
ures 5 and 6 is essentially the same. Finally, as to NewReno,
results similar to Tahoe have been observed (not shown in
the figures for clarity), with a little advantage of NewReno
over Tahoe for fast fading [19].

The results of figures 5 and 6 clearly show that for rela-
tively large values of the error rate the decreased frequency
of error events induced by error clustering overweighs the
negative effect of multiple errors, and the throughput is
higher for slower fading. On the other hand, for small values
of the error rate, the increased fraction of error events which
trigger a timeout because of window filling may prevail, and
this explains why, in the left-hand side of the graphs, cor-
related fading corresponds to worse performance than fast
fading.

Figure 7. Average packet error rate versus average Signal-to-Noise Ratio,
fDT = 0.001, 0.016 and 0.256, packet size 1024 bytes.

It should be noted here that the plots shown have the aver-
age error rate on the horizontal axis, as is commonly done in
the literature on this topic. However, different values of the
Doppler frequency may result in different error rates for the
same average SNR on the radio channel. In fact, a packet is
more likely to be hit by an error on a rapidly varying chan-
nel than it is on a slowly varying channel. The average error
rate versus the average SNR over the radio channel (i.e., av-
eraged over the fading process) is shown in figure 7 for the
same values of the parameter fDT as used previously. It is
clearly seen here that fast fading leads to worse performance
in general. By the same token, the plot of figure 5 is redrawn
in figure 8 with the average SNR rather than the error rate
on the horizontal axis. It is clearly seen here that faster fad-
ing is always worse than slow fading. As a last remark, we
note that this conclusion also depends on the absence of er-
ror correction codes in the case considered. It is well known
that in the presence of error correction codes the interaction
between the error correction capability of the code and the
time diversity inherent in fast fading channels may give some
advantage.

Another important conclusion to be drawn from the above
results is that TCP Reno performs worse than Tahoe in virtu-
ally all cases (with the possible exception of infrequent and
iid errors [19]). This fact is due to the bad response of TCP
Reno to multiple errors in the same loss window, which leads
to many timeouts in the presence of even slightly correlated
fading. TCP NewReno does not suffer from this limitation,
and performs close to Tahoe in this environment.

To deepen our understanding of the energy consumption
performance of TCP, we look at the average number of trans-
missions per success, which is the inverse of the success
probability of the transmissions. This metric is related to
how much energy is spent to get a packet across the chan-
nel. Figure 9 shows an example of the results obtained in
this case forWmax = 24 and various fading rates. It is inter-
esting to note that, unlike throughput, this metric is not very
sensitive to the error correlation, except for situations close
to iid errors. Also, it is interesting to note that, although
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Figure 8. Throughput versus average SNR for TCP Tahoe and TCP Reno
with Wmax = 6, K = 3, T0 = 100, packet size 1024 bytes, fDT = 0.001

(slow), 0.016 (medium) and 0.256 (fast).

Figure 9. Average number of transmissions per success versus average error
rate for TCP Tahoe and TCP Reno with Wmax = 24, K = 3, T0 = 100,
packet size 1024 bytes, fDT = 0.001 (slow), 0.016 (medium) and 0.256

(fast).

less efficient than Tahoe in terms of throughput, Reno totals
fewer transmissions than Tahoe, due to its more conserva-
tive loss recovery algorithm. In any case, unless the error
rate exceeds 0.1, all protocols appear to be efficient in that
they do not transmit packets many times. As before, iid er-
rors represent a worst case. Similar results for Wmax = 6
(not presented here) show that this metric is also relatively
insensitive to the maximum window size.

Various authors have observed that the TCP congestion
control mechanism, which stops or slows down transmis-
sions in the face of detected losses, does the wrong thing
since it reacts to channel errors with a scheme designed for
congestion. It is interesting to note that, from the energy ef-
ficiency point of view, the congestion control algorithm does
in fact the right thing, as it avoids bad channel conditions.

Energy consumption by itself does not tell the whole
story, since one must consider also how much data is being
delivered for a given power level. A more significant pa-

Figure 10. Energy efficiency versus average error rate for TCP Tahoe and
TCP Reno with Wmax = 24, K = 3, T0 = 100, packet size 1024 bytes,

fDT = 0.001 (slow), 0.016 (medium) and 0.256 (fast).

rameter is the energy efficiency, which is the ratio between
throughput and average energy consumption, i.e., the bits-
per-joule rating of the protocol [22]. It relates consumed
energy to actual useful throughput, and therefore captures
the way energy is spent in delivering data. Figure 10 shows
the energy efficiency, i.e., the average number of successes
per unit energy, which is obtained by taking the inverse of
the average number of transmissions per success (as given
in figure 9) and dividing it by the SNR, which is propor-
tional to the transmitted power. It is seen that the energy
efficiency is an increasing function of the error rate, i.e., that
worse channel conditions correspond to better energy usage.
Although this may sound surprising, in fact it is not, since
worse channel conditions result from less energy being used
per transmission, and the increased number of transmissions
which results overweighs the decreased success probability
of each [22]. In this view, a small error rate clearly corre-
sponds to a small energy efficiency due to the large SNR
required in this case. On the other hand, the energy effi-
ciency does not grow indefinitely as the error rate increases,
because at some point the effect of too many errors and of lit-
tle delivered data becomes dominant. What is interesting is
that Tahoe and Reno do not have essentially different perfor-
mance in terms of energy efficiency. Also, we can note the
degradation of the energy efficiency as the fading becomes
faster, due to the higher SNR necessary to achieve a given
value of the average error rate. Accordingly, the slope of the
curves for slow and medium fading in the left-hand side of
the plot is about unity, which corresponds to a relationship
between error rate and SNR of one order of magnitude per
decade. For fast fading, this slope is increased, consistent
with the results shown in figure 7.

Note that the energy efficiency improvement as fading
margin is decreased comes at the expense of degraded de-
lay and throughput performance. Even though we do not
address delay here, it is intuitively clear that when more
errors are allowed the delay incurred by a packet is larger.
Therefore, in discussing the possible benefits on energy ef-
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Figure 11. Energy efficiency versus throughput for TCP Tahoe and TCP
Reno with Wmax = 24, K = 3, T0 = 100, packet size 1024 bytes, fDT =

0.016 (medium) and 0.256 (fast).

Figure 12. Energy efficiency versus throughput for TCP NewReno with
Wmax = 6 and 24,K = 3, T0 = 100, packet size 1024 bytes, fDT = 0.016

(medium) and 0.256 (fast).

ficiency achieved by using reduced transmission power, we
must keep in mind that delay may suffer. Evaluation of the
tradeoff between energy efficiency and delay is left for future
study.

Figures 11 and 12 show some examples of what we see
as the most interesting way to present the energy efficiency
results, i.e., through the energy efficiency versus throughput
tradeoff. Curves in the upper right portions of the plots cor-
respond to more energy efficient protocols. This representa-
tion gives a clear understanding of how instantaneous rate of
data delivery (in good packets per slots) can be traded off for
better usage of the energy source, and may help in assessing
the energy savings achievable according to the application’s
requirements. Not surprisingly, higher throughput comes at
the expense of reduced energy efficiency. Figures 11 and 12
illustrate quantitatively the trade-off between throughput and
energy efficiency, i.e., the price to pay in terms of energy ef-
ficiency if one wants a larger throughput. Interestingly, this
tradeoff is less advantageous for slow fading than it is for
fast fading, although the former case results in better perfor-

Figure 13. Energy efficiency versus normalized Doppler frequency for TCP
Tahoe, Reno and NewReno with Wmax = 6 and 24, K = 3, T0 = 100,

packet size 1024 bytes. All points correspond to 90% throughput.

mance in general. It is also to be noted that for the medium
fading case considered, TCP Tahoe and TCP NewReno per-
form about the same (compare figures 11 and 12), whereas
for fast fading some difference can be observed.

From the above results, it is clear that the Doppler fre-
quency plays a major role in determining the performance
of the system, since it affects both the burstiness and the
average error rate. As we already observed, a faster fad-
ing process has a doubly negative effect, since it corre-
sponds to higher error rate (in the absence of coding) and
to shorter bursts, and both effects result in decreased perfor-
mance. This conclusion is supported by the results of fig-
ure 13, where the energy efficiency of TCP Tahoe, Reno and
NewReno is plotted as a function of the normalized Doppler
frequency, fDT . All curves plotted correspond to through-
put equal to 0.9, and Wmax = 6 and 24 is assumed. It can
be seen that, as the fading rate is increased, the energy effi-
ciency suffers in all cases, with a degradation in excess of an
order of magnitude across the range considered. The worst
performance of course corresponds to TCP Reno, which is
known to be the poorest. TCP Tahoe and NewReno, as al-
ready observed, exhibit similar performance, except for the
case of fast fading, where NewReno performs better because
of its generally larger window size due to the algorithm rules.

Another design parameter is the timeout, which was set
to T0 = 100 slots in all the above results. As an example
of the results obtained for different values of T0, figure 14
shows the energy efficiency versus throughput tradeoff for
Tahoe and Reno for fDT = 0.016 and Wmax = 24. The re-
sults show that shorter timeouts result in better performance
in general. TCP Reno is more sensitive to the timeout value
than TCP Tahoe, since timeouts are more likely to occur.
Likewise, we found that the caseWmax = 6 is more sensitive
to T0 than the case Wmax = 24 since again in this case more
timeouts will occur. As a general comment, the difference in
performance between the cases T0 = 50 and T0 = 150 may
be significant, e.g., a factor of 3 or even more for the energy
efficiency. This clearly indicates that the smallest possible
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Figure 14. Energy efficiency versus throughput for TCP Tahoe and TCP
Reno with Wmax = 24, K = 3, T0 = 50, 100 and 150, packet size 1024

bytes, fDT = 0.016.

Figure 15. Energy efficiency versus throughput for TCP Tahoe with
Wmax = 6 and 24, K = 1, 2 and 3, T0 = 100, packet size 1024 bytes,

fDT = 0.256.

timeout should be chosen, which was to be expected in this
environment where round-trip times are negligible. On the
other hand, granularity of the possible timeout values will
pose a limit on T0 (in fact our choice of T0 = 100 roughly
corresponds to 500 ms, a commonly assumed value of the
timer granularity).

Finally, the effect of the fast retransmit threshold is ex-
amined in figure 15. It is seen that a more prompt trigger
for fast retransmit results in better performance, which again
was to be expected in an environment where ACK are instan-
taneously available. While this difference is very significant
for the case shown of fast fading, for slow fading it was ob-
served to be minimal [19].

Additional results have been obtained for a number of
cases, although not shown here due to lack of space. In any
event, the qualitative behavior is similar, and the main find-
ings are summarized below. The results obtained confirm in
the energy efficiency domain what has already been found
for throughput performance, i.e.:

• TCP Tahoe performs better than TCP Reno, and TCP
NewReno performs slightly better than Tahoe;

• correlated fading is more benign than fast fading;

• a larger advertized maximum window, Wmax, allows to
fully exploit the advantages of correlated errors;

• the advantage of using NewReno instead of Tahoe van-
ishes as error correlation is increased;

• the advantage of using smaller K (number of duplicate
ACKs after which a retransmission is triggered) may be
significant for fast fading, but vanishes as error correla-
tion is increased.

Even though the choice of a logarithmic scale for the en-
ergy efficiency axis somewhat attenuates large variations, a
closer look at some of the graphs reveals that some protocol
or parameter choices may have a major impact on the energy
performance. For example:

• at 90% throughput and for correlated fading, using
Wmax = 24 instead of Wmax = 6 in NewReno triples
the battery life (figure 12);

• in the same conditions, using Reno instead of Tahoe leads
to a factor of about ten in energy efficiency loss (fig-
ure 11);

• decreasing the timeout value T0, if possible, leads to sig-
nificant savings;

• for fast fading and Tahoe at 90% throughput the energy
efficiency is doubled when passing from K = 3 to K =
2, and almost again doubled when passing fromK = 2 to
K = 1. That is, using K = 1 instead of K = 3 increases
battery life three- to fourfold (figure 15).

In the above, “double battery life” should really be inter-
preted as double energy efficiency. In this case, the same
amount of data is transmitted across the channel (and cor-
rectly received) with half the energy or, equivalently, twice
as much data can be received with the same energy expense.
It should be noted that the classic notion of “battery life” as
applies to circuit-switching (where there is a one-to-one cor-
respondence between transmitted data and battery life in ac-
tual time) does not apply here directly, since packet switch-
ing is used instead. For example, a very long battery life
could always be achieved by almost never transmitting, but
this would be of little use, showing that a metric which fo-
cuses on the useful data instead of time duration of a battery
charge is much more meaningful here.

We may conclude that if choosing the “right” TCP ver-
sion may lead to some incremental performance advantage
in terms of throughput, the energy efficiency performance
can be dramatically increased by the appropriate choice of
the protocol and its parameters.

6. Summary

In this paper, we have analyzed the energy consumption per-
formance of various versions of TCP, for bulk data transfer
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in an environment where channel errors are correlated. We
investigated the performance of a single wireless TCP con-
nection by modeling the correlated packet loss/error process
as a first-order Markov chain. The main findings of our study
were that (1) error correlations significantly affect the energy
performance of TCP (consistent with analogous conclusions
for throughput), and in particular slow fading may result in
considerably better performance for Tahoe and NewReno
than fast fading, and (2) the congestion control mechanism
implemented by TCP does a good job at saving energy as
well, by backing off and idling during error bursts. An in-
teresting conclusion is that, unlike throughput, the energy
efficiency metric may be very sensitive to the TCP version
used and to the choice of the protocol parameters, so that
large gains appear possible.

Topics of ongoing investigation include the study of the
effect of using a link-layer FEC/ARQ scheme, and the ef-
fect of other physical layer parameters (e.g., packet size) on
the overall TCP performance. Other performance metrics
besides throughput (e.g., delay) are also being considered.
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