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Abstract—Consider an optical network which employs wave-
length-routing crossconnects that enable the establishment of
wavelength-division-multiplexed (WDM) connections between
node pairs. In such a network, when there is no wavelength
conversion, a connection is constrained to be on the same wave-
length channel along its route. Alternate routing can improve the
blocking performance of such a network by providing multiple
possible paths between node pairs. Wavelength conversion can also
improve the blocking performance of such a network by allowing
a connection to use different wavelengths along its route. This
work proposes an approximate analytical model that incorporates
alternate routing and sparse wavelength conversion. We perform
simulation studies of the relationships between alternate routing
and wavelength conversion on three representative network
topologies. We demonstrate that alternate routing generally
provides significant benefits, and that it is important to design
alternate routes between node pairs in an optimized fashion to
exploit the connectivity of the network topology. The empirical
results also indicate that fixed-alternate routing with a small
number of alternate routes asymptotically approaches adaptive
routing in blocking performance.

Index Terms—Adaptive routing, alternate routing, lightpath, op-
tical network, wavelength conversion, wavelength routing, WDM.

I. INTRODUCTION

A. Wavelength Routing, Wavelength Conversion, and Alternate
Routing

AVELENGTH-DIVISION multiplexing (WDM) di-

vides the tremendous bandwidth of a fiber (potentially,
a few tens of terabits per second) into many nonoverlapping
wavelengths (WDM channels) [1]. BEach channel can be oper-
ated asynchronously and in parallel at any desirable speed, e.g.,
peak electronic speed of several tens of gigabits per second.
An access node may transmit signals on different wavelengths,
which are coupled into the fiber using wavelength multiplexers.
An optical signal passing through an optical switch may be
routed from an input fiber to an output fiber without undergoing
optoelectronic conversion. If wavelength converters are present

in a switch, the input optical signal can be translated from '

one wavelength channel to another wavelength channel at the
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Fig. 1.

Architecture of a wavelength-routed optical network.

output. A switch is capable of full wavelength conversion if a
wavelength channel on any input port may be converted to any
wavelength channel on any output port. A switch is capable
of limited or sparse wavelength conversion if the switch has
a limited number of wavelength conversion units, where a
unit of wavelength conversion can be utilized to convert the
wavelength channel of an optical signal passing through the
switch. Fig. 1 illustrates a wavelength-routed optical network
consisting of six access nodes (labeled A through F) and six
switches (labeled 1 through 6).!

In such a network, a connection is set up by establishing a
lightpath from the source node to the destination node. A light-
path is an optical channel which may span multiple fiber links to
provide a circuit-switched interconnection between two nodes.
In the absence of wavelength converters, a lightpath would oc-
cupy the same wavelength on all fiber links that it traverses. This
is called the wavelength-continuity constraint. Two lightpaths
on a fiber link must also be on different wavelength channels
to prevent the interference of the optical signals. Fig. 1 shows
two wavelength-continuous lightpaths: one between nodes A
and C on wavelength A, and another between nodes A and F
on wavelength \,.

When wavelength converters [2] are present at switches, a
lightpath may switch between different wavelengths on the
route from source to destination. In Fig. 1, a wavelength-con-
verted lightpath between nodes D and C is illustrated, where
the wavelength-converted lightpath occupies wavelength A; on
links {D, 4} and {4, 3}, and wavelength A, on link {3, C},
with wavelength conversion at switch 3. When alternate routing
is implemented, the route for a lightpath can be one among a

INote that, in this model, associated with a node, there is a switch and vice
versa, €.g., node A and switch 1; for the simplicity of exposition, we will refer
to the node—switch combination as an integrated unit, and continue to refer to
this combination as a node.

1063-6692/02$17.00 © 2002 IEEE
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set of alternative routes. Wavelength conversion and alternate
routing are potentially beneficial schemes which can alleviate
the wavelength-continuity constraint in optical networks.
Wavelength conversion is a “hardware/software” solution in
the sense that it requires the addition of wavelength converters
in the network, as well as algorithms and protocols to manage
the wavelength converters. Alternate routing is a “software”
solution in the sense that it needs addition of signaling, control,
and management protocols that can perform alternate routing.
This work will examine the interplay between alternate routing
and wavelength conversion in optical neworks.

Intelligent optical networks are expected to allow
near-real-time dynamic provisioning of optical services.
Such dynamic provisioning of optical connections corresponds
to a network operations environment where the time scale for
lightpath provisioning and teardown is of the order of seconds,
and the lightpath holding time can be in the order of minutes.
Dynamic lightpath provisioning in intelligent optical networks
will enable the next generation of applications that require short
connection durations. Therefore, when dynamic provisioning
of lightpaths is enabled, the blocking probability of the optical
network becomes a meaningful metric to analyze.

B. Previous Work

Routing and wavelength assignment in optical networks
was introduced in [3], and was first analyzed in [4]. Routing
strategies in wavelength-routed optical networks were con-
sidered in [S]-[10]. In [7], the authors reported that dynamic
routing schemes such as least-loaded routing achieve signifi-
cantly better blocking performance when compared with fixed
shortest-path routing, in wavelength-continuous and wave-
length-convertible networks. In [10], the authors examined
adaptive wavelength routing and reported that adaptive routing
outperforms constrained routing schemes such as alternate
routing. The work in [5] examined three routing strategies and
considered their impact on the dimensioning of the network.
In {6], the authors proposed an analytical model for alternate
routing, and considered the effect of blocking probability
of paths with different numbers of hops and different wave-
length-assignment policies. They also considered dynamic
routing and compared the performance of alternate routing
with dynamic routing.

The benefits of wavelength conversion have been a subject
of interest in the past [7], [11]-[13]. It has been shown that,
with fixed routing, wavelength conversion provides about
30%—40% improvement in blocking probability, and that most
of the benefits can be obtained using sparse conversion. In
[71, the authors reported that, with dynamic routing schemes,
the wavelength-conversion gain is more than the wavelength
conversion gain with fixed shortest path routing. Blocking
probability models for a wavelength continuous path in optical
networks were proposed in [19], [13]. Least-congested routing
in wavelength-routed optical networks were examined in [19],
[20]. Alternate routing has been extensively researched in loss
networks [17], [21]-[25]. Fixed-point approximation models
for loss networks with alternate routing was studied in [17],
and for state-dependent routing in [21], [22], [25].

IEEE/ACM TRANSACTIONS ON NETWORKING, VOL. 10, NO. 3, JUNE 2002

TABLE 1
ROUTING TABLE AT NODE A FOR THE NETWORK IN FIG. 1,
‘WITH TWO ALTERNATE ROUTES TO EACH DESTINATION

Destination Route 1 Route 2
B A12B A1,42B
C A123C A143C
D A,1,4D A,1,24D
E Al145E Al1235E
F A1236F | A 1456F

Our work focuses on the interplay between fixed-alternate
routing and different degrees of wavelength conversion. We de-
velop a computational model that enhances earlier models with
a model for fixed alternate routing. Our model utilizes an ex-
isting model for a wavelength-continuous path from [19]. Using
the computational model, and with simulations, we examine the
relative benefits of sparse wavelength conversion and alternate
routing.

In the rest of this section, we provide precise algorithms for
1) fixed-alternate routing, 2) adaptive routing, 3) wavelength
assignment, and 4) connection setup.

C. Fixed-Alternate Routing

Fixed-alternate routing requires that each access node in the
network have a routing table, which contains an ordered list of a
limited number of fixed routes to each destination node. When
a connection request arrives, the source node attempts routes in
sequence from the routing table, until a route with a valid wave-
length assignment is found (the wavelength assignment algo-
rithm is specified in Section I-E). If no available route is found
from the list of alternate routes, then the connection request is
blocked and lost. Fixed-alternate routing provides benefits such
as 1) simplicity of control to setup and teardown lightpaths, and
2) fault tolerance upon link failures [17].

A direct route between a source node s and a destination node
d is defined as the first route in the list of routes to d in the
routing table at s. An alfernate route between s and d is any
route other than the first route in the list of routes to d in the
routing table at s. The term “alternate routes” is also employed
to describe all routes (including the direct route) from a source
node to a destination node. As an example, Table I illustrates the
routing table at node A for the network shown in Fig. 1. In this
example, each source maintains one direct route and one alter-
nate route, for a total of two alternate routes, to each destination
node.

For the networks considered here, the routing tables at each
node are ordered by the hop distance to the destination. There-
fore, the shortest-hop path to the destination is the first route in
the routing table. When there are ties in the hop distance be-
tween different routes, the ordering among them in the routing
table is random.

D. Adaptive Routing

In adaptive routing, the route from a source node to a desti-
nation node is chosen dynamically, depending on the network
state. The network state is determined by the set of all connec-
tions that are currently in progress. One form of adaptive routing
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which we will consider in this work is adaptive-shortest-cost
path routing under which each link in the network has a cost of
1 unit, and each wavelength-converter link (in the layered-graph
model) will have a cost of ¢ units. When a connection arrives,
we determine the shortest-cost path between the source node
and the destination node. If there are multiple paths with the
same distance, one of them is chosen randomly. By choosing
the wavelength conversion cost ¢ appropriately, we can ensure
that wavelength-converted routes are chosen only when wave-
length-continuous paths are not available (e.g., we can choose
¢ to be the cost of the longest wavelength-continuous path in
the network). In shortest-cost adaptive routing, a connection is
blocked only when there is no route (either wavelength-con-
tinuous or wavelength-converted) from the source node to the
destination node in the network. Adaptive routing requires ex-
tensive support from the control and management protocols to
continuously update the routing tables at access nodes.

E. Wavelength Assignment

The wavelength-assignment algorithm assigns a wave-
length to each link in the route, with appropriate wavelength
conversion. This work assumes the following random wave-
length-assignment algorithm. Let R be the wavelength
reservation parameter, which is defined implicitly in the
wavelength-assignment algorithm. The wavelength reserva-
tion parameter may be used to prevent alternate routes from
consuming wavelengths that might otherwise be used by
direct routes. Given a route r to which we need to assign
wavelength(s), let S be the set of idle wavelengths available on
the route, i.e., each wavelength w € S is free on each fiber link
of the route. Consider the following two scenarios.

» If there are no wavelength converters in the network:

If r is a direct route, and if S is nonempty, choose a
random wavelength from S. If r is a direct route, and if
S is empty, the route is blocked. If 7 is an alternate route,
and if |S| > R, then choose a random wavelength from
S. If r is an alternate route, and if |.S| < R, then the route
is blocked.

* If there are wavelength converters present in the network:

Try to assign wavelengths without utilizing any wave-
length converters, as above. If not possible, (i.e., if r is a
direct route and S is empty, or if 7 is an alternate route and
|S] < R), divide the route r into subpaths, r1, 72, ..., Ty,
depending on wavelength converter availability at inter-
mediate nodes of the route. Let Sy, So, ..., S, be the set
of idle wavelengths available on subpaths r1, r2, ..., Ty,
respectively. If r is a direct route, and if S; > 0, for
1 € i < n, choose a random wavelength from each S;;
otherwise, the route is blocked. If » 1s an alternate route
and |S;| > R, choose a random wavelength from each S;;
otherwise, the route is blocked.

The above algorithm is “naive” in the sense that it may utilize
more wavelength converters than may be necessary to establish
a lightpath. This is because the above algorithm does not ex-
ploit the possibility that certain adjacent subpaths in a lightpath
may have common free wavelengths and hence a wavelength
converter need not be used in going between those subpaths.

However, the performance of the above algorithm provides an
upper bound on the performance of any wavelength-assignment
scheme. The work in [16] examines wavelength-assignment al-
gorithms in the presence of sparse wavelength-conversion that
minimize the number of wavelength converters needed to estab-
lish a wavelength-converted lightpath.

F. Connection Setup

The procedure for connection setup involves the following
steps.

1) Routing: Find a route from the source to the destination.
Route finding can involve: selecting a route from a list
of prespecified routes such as in fixed-alternate routing;
route selection can also be performed dynamically,
depending on network state, as in adaptive routing. Our
study focuses on fixed-alternate routing, and compares
empirically the performance of fixed-alternate routing
with adaptive-shortest-cost path routing.

2) Wavelength Assignment: Our study assumes that
wavelength assignment is performed as described in
Section I-E.

3) Connection Setup Signaling: After the route selection
and wavelength assignment are performed for a lightpath,
connection setup involves reserving resources along the
lightpath route, and then configuring the switches and
other network elements appropriately. We assume that
the control and management software at the switches
and access nodes implement the connection setup and
teardown procedures (see, for example, [14], [15]).

G. Outline of Remaining Sections

Section II discusses the system architecture and states our
assumptions. Our analytical model is presented in Section IIL
Section IV elaborates on the approach to solve the analytical
model. Section V presents numerical results for three represen-
tative network topologies. Section VI concludes our study with
a discussion of the main contributions of this work.

II. NETWORK ARCHITECTURE AND ASSUMPTIONS

* The network consists of nodes and links interconnected
in an arbitrary mesh interconnection pattern. There are N
nodes in the network, labeled 1, 2, ..., N. The (unidirec-
tional) links in the network are labeled 1, 2, ..., E.

« Each link can have at most C' wavelengths.

« Alightpath r consists of asubsetof 1, 2, ..., I links that
form a path, with an assignment of a wavelength to each
link.

* A lightpath connection request is denoted by a (s, d) pair,
where s is the source node and d is the destination node.
We label a (s, d) pair with an integer, so that there are
N x (N — 1) possible (s, d) node pairs in the network.

* Calls for node pair ¢ arrive according to a Poisson process
with rate A¢. The holding time for a call is exponentially
distributed with mean 1 (i.e., all time units are normalized
to the holding time of a call). The rate of calls will be
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denoted in units of Erlangs, where 1 Erlang is defined to

be the number of calls per unit call-holding time.

(1), 7:(2), ..., ri(M;) is the ordered list of alter-

nate routes for node pair 4. r;(1) is called the direct

route, and 7;(2), ..., 7;(M;) are called the “alternate
routes” for node pair 7. When a call for node pair ¢
arrives, routes for it are attempted sequentially from

(1), 7i(2), ..., r:(M;), until a route with a free wave-

length is found.

» Wavelength assignment is performed by the algorithm pre-
sented in Section I-E.

» R is the wavelength reservation parameter, as defined in
the wavelength-assignment algorithm in Section I-E. Un-
less otherwise stated, we assume that the value of R is
Zero.

* cis the wavelength conversion cost, as defined in the adap-
tive-shortest-cost routing algorithm in Section I-D. Unless
otherwise stated, we assume that the value of ¢ is zero.

» This work assumes that there is no access node blocking,
i.e., calls cannot block because wavelengths or trans-
ceivers are not available on the fiber link that connects the
access node to the network. This assumption allows us to
focus on the properties of the network topology.

A. Additional Notation

We denote the path and the network-wide parameters by
upper-case letters, and the link parameters by lower-case
letters. Subscripts and superscripts refer to specific instances
of links, node pairs, and routes.

e The term “traffic” means the rate of calls per unit time.
The term “offered traffic” denotes the traffic that arrives
(to the network, route, or link), and “carried traffic” de-
notes the traffic that is actually setup successfully (in the
network, route, or link). The term “load” means the same
as the term “traffic.” We will employ the terms “call” and
“connection” interchangeably.

* A route r denotes a sequence of adjacent links.

P is the network-wide blocking probability.

« X, is arandom variable which denotes the number of idle
wavelengths on route 7. X; is a random variable which
denotes the number of idle wavelengths on link j.

B, is the blocking probability of a direct route r.

 Ba, is the blocking probability of an alternate route .

* B, x;=m is the blocking probability of a direct route r
when link j has m idle wavelengths.

* Ba, x,=misthe blocking probability of an alternate route
r when link ;7 has m idle wavelengths.

« A' s the offered traffic for node pair 4.

» A' is the carried traffic for node pair :.

* V! is the traffic for node pair 7 that is offered to route r.

* V! is the traffic for node pair ¢ that is carried on route 7.

. T/_; X, =m i traffic for node pair ¢ that is carried on route
r when link j has m idle wavelengths.

* v; is the carried traffic on link j.

* v; m is the carried traffic on link j, when there are m idle
wavelengths on link j.
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e pisthe network-wide average link utilization. The average
link utilization for a single link is the average number of
wavelengths used by lightpaths that traverse that link.

III. ANALYTICAL MODEL

Our analysis approach consists of two main components:
1) routing analysis and 2) path-blocking analysis. The routing
analysis consists of a set of equations that determine the
link-offered traffic from the path-blocking probabilities. The
path-blocking analysis consists of a set of equations that de-
termine the path-blocking probabilities from the link-offered
traffic. An iterative method of repeated substitution [17], [22] is
employed to solve the system of fixed-point nonlinear equations
that result from the analysis. Our main contribution in the analyt-
ical model is to extend earlier analysis in [6], [19] to incorporate
alternate routing and sparse full-wavelength conversion.

A. Overall Blocking Probability

The network-wide blocking probability is the ratio of lost
traffic to the offered traffic, i.e.,
N(N-1) o
2 ()

_ =1
P = N(N-1)

> A
i=1

M

B. Carried Traffic for Node Pair i

The traffic for node pair ¢ can be carried on any of the alternate
routes. We express the total carried traffic for node pair ¢, A?,
as the sum of the carried traffics on the alternate routes for node
pair %, i.e.,

A ="V, (m) @
m=1

C. Carried Traffic for Node Pair i on Route r

The carried traffic for node pair 7 on route r can be expressed
in terms of the offered traffic and the blocking probability of the
route as follows. If r is a direct route, we have

Vi=V!(1-B,). 3)
If r is an alternate route, we have

Vi = V(1 - Ba,). )
D. Offered Traffic for Node Pair ¢ on Route v

Fig. 2 illustrates a system of alternate paths for node pair <.
By the fixed-alternate routing algorithm, traffic is offered to al-
ternate path r;(k) if all the routes r;(j), 1 < j < k — 1, are
blocked. Let P} be the probability that the first j alternate routes
for node pair i are blocked. Then, the traffic to node pair ¢ that
is offered to route r;(k), i.e., Vj( x)» s given by

Wi(k) = Aipli—l ®)
where P} is defined recursively as follows:

P} =B, (6)
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(1)

5 d

/

Link(s) shared between 1(3) and r(4)

1(4)

Fig. 2. Tllustration of alternate routes for a node pair.

and
P} =P}_; x Prob (r;(5) is blocked | all
ri(k) are blocked, k =1,2,...,j—1) ™)

for j > 2. In this analysis, we will assume that blocking on any
alternate route is independent of blocking on any other alternate
route. From the assumption that alternate routes block indepen-
dently, we have

Prob (r;(j) is blocked | all

ri(k) areblocked, k=1,2,...,j—~1) = Ba,,;; (8)

for § > 2. Therefore

J
P} = B [ Bar.w- ©)
k=2

The assumption that alternate routes block independently is
reasonable because alternate routes between any node pair are
expected to contain link-disjoint routes, so that a link-disjoint
route may be selected from the set of alternate routes to restore
the connection upon a link failure. One event when this assump-
tion (that routes block independently) is violated is when alter-
nate routes share links. For example, routes r(3) and r(4) in
Fig. 2 share a link and therefore blocking on 7(3) is related to
blocking on r(4). The results presented in this paper assume
that alternate routes block independently. The work in this paper
may be enhanced by taking into account the interdependencies
between the blocking on alternate paths [26].

E. Carried Load on a Link

The carried load on link 7, v;, is the sum of the carried loads
on all routes on which link j is a component link, i.e.,

N(N-1)

v; = Z Z 1<k<Mje ri(k)vii(k)' 10)
1=1

F. Blocking Model of a Wavelength-Continuous Route

The blocking probability for a wavelength-continuous route
is defined recursively in terms of the blocking characteristics of
abasic element, which can be a single link or a two-link tandem.
We utilize a single-link blocking model of a wavelength-contin-
uous route proposed in [19]. Other blocking models of a wave-
length continuous path, e.g., the two-link blocking model pro-
posed in [13] can be utilized as well.

1) Single-Link Model: In the single-link model, each link 7,
1 £ 5 < F, has associated with it a random variable, X 4» which
indicates the number of idle wavelength on that link. We assume
that the X;s are independent. Let Y (2) be a random variable in-
dicating the number of idle wavelengths on a two-hop path, con-
sisting of links ¢ and j. The conditional probability that there are
k idle wavelengths given that link ¢ has n,, idle wavelengths and
link j has ny idle wavelengths, P(Y® = k|X; = n,, X; =
ny), is determined combinatorially as follows.

Consider throwing X; blue balls at C different bins
at random, and X; red balls at random into the same
C bins (independent of the blue balls). (Recall that C
equals the number of wavelengths in a fiber link.) Then,
P(Y® = k|X; = n,, X; = ny) is the probability that there
are k bins with both blue and red balls, i.e.,

PY® =k|X; = ng, X; = np)
na\ [C —n,
k Ny — k‘
= C '
Ty

0, otherwise.

if max(0, ng+np—C)
< k £ min(ng, np)

am

For an n-hop path 7 with links I3, Ia, ..., l,, the probability
that there are k available wavelengths on the path, P( y® = k),
is defined recursively as follows:

P (Y(2) = k) = i ZC: P (Y@) = k) X1 =2, X2 = )

=0 y=0

P(Xll = :L')P(Xlz = y) (12)

and

P (Y(”) =k) = EC:

z=0 y=0

P (Y<"-1> =x) P(X,, =y).

- p (Y<2> =YD=y, X, =y)

13)

The blocking probability of a wavelength-continuous direct
route v, B, is therefore determined by

B, =P (Y™ =0) (14)
and the blocking probability of a wavelength-continuous alter-
nate route r, Ba,, is given by

Ba, = :V:R P (Y<"> = z) .
=0 -

2) Distribution of Idle Wavelengths on a Link: The idle
wavelength distribution on a link j, P(X; = k), is determined
as follows. The arrival process on a link 7, when the link has
m idle wavelengths, is Poisson with arrival rate v, ,,,. The rate
at which connections are terminated when there are m idle
wavelengths (and hence C' — m active connections) on the
link is given by C' — m since the average holding time for a
connection is one. Therefore, the number of idle wavelengths

as)
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Fig. 3. Markov chain for idle wavelength distribution on link j.
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O~ — 0 060 0——0 e 020

w / |

Fig. 4. Decomposition of a path.

on the link, X;, can be described by the Markov chain in Fig. 3.
Solving the Markov chain, we obtain

(C—i+1)
P(X; =m) == P(X; =0) (16)

11 v

=1

m -1
c H (C -1+ 1)
P(X;=0)= |1+ > =— 17
m=1 ] v;
1=1

3) State-Dependent Arrival Rate on a Link: We seek to de-
termine v;, ,,, which is the carried load on link j when X; = m.
From Section III-E, we have

N(N-1) ‘

vim= . 3 1SkSM;jeri(k)V . x,=m (I8)

i=1

where Vl( k), X, =m 18 traffic from node pair i that is carried on
route 7;(k) when the state of link j is X; = m. From Sec-
tion III-C, if 7 is a direct route, we have

%

Vo x;=m = Vil = By, x,=m) (19)
and if r is an alternate route, we have
Vi xymm = Vil = Bay, x,=m). (20)

The offered traffic to route r from node pair ¢, V,f, can be cal-
culated from the analysis in Section III-D.

4) State-Dependent Blocking Probability of a Wavelength-
Continuous Path: B; x,=m and Ba, x;=m can be evaluated
recursively as follows. Consider a n-hop path, r, with links
li, la, ...y 4, .., In. We can express path 7 as r = ryjr3,
where vy = Iy, lg, ... is the initial part of path r that ends
in the link before link j (see Fig. 4), and r3 is the rest of the
path r after link j. Let U be a random variable that indicates the

>~ 7
C-2

° () )
~~_ 7 7

C-1 C

number of idle wavelengths in route . Let U; be a random vari-
able that indicates the number of idle wavelengths in route ry,
U, be a random variable that indicates the number of idle wave-
lengths in route 1 7, and Us be a random variable that indicates
the number of idle wavelengths in route r3. Then

P(U2 = kIXJ = m)

C
=Y P(U; =k|Us =z, X; =m)P(U1 =) (21)
z=0
c C
PU=kXj=m)=) Y
z=0 y=0
P(U:klU2 =, U3-_—y, Xj =m)
x P(Uy = z)P(Us = y). (22)

Therefore, we have

B,«, X;=m =P(U = OlXj = m) (23)
and
=R
Bay, x;=m = ) P(U=i|X; = m). 4)
1=0

G. Average Link Utilization
The network-wide average link utilization p is given by
E C
z mP (X j= C - m)
=1 m=1

[

p= 5 (25)

H. Full Wavelength Conversion

Here, we assume that some nodes in the network have full
wavelength-conversion capabilities. We divide each route 7
into segments, where each segment is a path with no wave-
length-conversion nodes. So, a route r can be segmented
as r = rire...TE, where each r;, 1 < 7 < k, is a wave-
length-continuous path, and nodes shared by adjacent segments
have full wavelength-conversion capability. We then compute
the idle wavelength distributions X, on each r; by employing
the analysis presented in Section III-F-2. Then, the probability
of blocking on a (possibly wavelength-converted) direct route
r is given by

k

B,=1-J](-B):

=1

(26)
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XJ xj

A AJ 7‘]

@@@ @@

Fig. 5.

Similarly, the probability of blocking on an (possibly wave-
length-converted) alternate route r is given by

k

Ba, =1-[] - Ba.,).

=1

@7

Here, we are assuming that the routes r; block independently,
which is a reasonable assumption because wavelength conver-
sion is available at the end-node of each segment r;, and there-
fore there is no dependence due to wavelength continuity. We
can then compute the state-dependent blocking probability of
a wavelength-converted direct path, B, X,;=m.> S follows. Let
J € m, i.e., link j is in the /th route segment. Then

k
By x;=m =1= (1= By, x,=m) [[ (1-B.). @8
=1, jér;

Similarly, we can compute the state-dependent blocking proba-
bility of a wavelength-converted alternate path as

k
Bay, x,;=m = 1= (1=Bay, x,=m) || (1-Ba,). 29)
i=17‘7’€""i

1. Sparse Wavelength Conversion

Here, we assume that some nodes in the network have lim-
ited wavelength-conversion capabilities. Let node j have W;
number of wavelength-converter units. Each converter unit can
be utilized by one lightpath that traverses the node. We assume
that the requests for wavelength-converter units at a node j is
a Poisson process with rate ;. The number of available wave-
length converters at node j, Z;, can be represented as a Markov
chain, illustrated in Fig. 5.

We can approximate the rate at which wavelength converters
are requested for use at node j, A; as the rate at which routes
that go through node j are blocked, i.e.,

N(N-1)
Aj = Z Wi(l)Bri(l)
i=1,jer;(1)
N(N-1)
+ > > ViwBanw. 60
i=1  2<k<M;jer;(k)

From the above Markov chain, we can determine the proba-
bility distribution of the number of available wavelength-con-

Markov chain for the number of available wavelength converters at node j.

verter units at node j, Z;, where Z; = k is the event that there
are k available wavelength converters:

k
I1 (W, —i+1)
P(Z;=k)= ﬁT P(Z; =0) (31)
¥
and
Y w— ik |
L — _ =1 Z+
P(Z; =0) = 1+mZ=:1 oo . (32)

Recall that each route r is divided into segments, where each
segment is a path with no nodes with wavelength-converter
units. So, a route r can be segmented as r = r17g - - - 7, Where
each r;, 1 < ¢ < k, is a wavelength-continuous route. We then
compute the idle wavelength distributions X; on each r; (from
Section II-F-2). Let Z;, 2 < ¢ < k — 1, denote the number
of wavelength converters available at the sth intermediate node
that contains wavelength converters in the route r. We assume
that the segments 7; block independently (this is reasonable
since the 7; are link-disjoint), and the random variables Z; are
independent.

Let B, be the probability that some intermediate node (with
wavelength converters) in the route r does not have any free
wavelength converters (so that all the available wavelength con-
verters at that node are utilized by current connections). Then

k-1

B.=1-]JJ(-Pz=0)

i=2

(33)

and B, s, the probability that some segment r; has no idle wave-
lengths, equals

k

By=1-]JC

i=1

- B,.,). 34)

The probability that there are no continuous wavelengths avail-
able on route r and that each r; has at least one free available
wavelength is given by

B..=PX,=0and X,, >1,¢=1,..., k) 35
which can be evaluated recursively similar to the computation
of blocking probability B, in Section HI-F-1. In the presence
of sparse wavelength conversion, a route is blocked in the fol-
lowing two mutually exclusive cases: 1) some segment has no
available wavelengths or 2) all segments have idle wavelengths,
but there is no idle wavelength on the route r and some interme-
diate node (with wavelengths converters) does not have a free
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wavelength converter. Therefore, the blocking probability of a
direct path r is given by

B, = Byf + By X B.. (36)

In the above equation, we have assumed that the distribution
of wavelength converters at intermediate nodes is independent
of the idle wavelength distributions on the segments. We note
that the blocking probability as computed above assumes that
wavelength converters have to be available at each intermediate
node. This assumption is “naive” in the sense that it may uti-
lize more wavelength converters than may be necessary to es-
tablish a lightpath. It is possible that adjacent segments may
have common free wavelengths and hence a wavelength con-
verter may not be needed between the two segments.

We compute the blocking probability of a (possibly) wave-
length-converted alternate route (similar to the above computa-
tion of the blocking probability of a possibly wavelength-con-
verted direct route) as follows. Let Ba, ; be the probability that
some segment 7; has at most R idle wavelengths. Let Ba,. be
the probability that there are no continuous wavelengths avail-
able on route r and that each r; has more than R free available
wavelengths. Then

k
Ba,p=1-]] (1 - Bay,) (37)
=1
and
Ba,.=P(X,=0and X,, > R,i=1,..., k). (38)

Therefore, the blocking probability of a (possibly) wavelength-
converted alternate route equals

Ba, = Bays + Ba,. X B,. 39
For state-dependent blocking probabilities of a direct (or alter-
nate) path, i.e., the blocking probability of a (possibly) wave-
length-converted direct (or alternate) path » when link 7 has m
idle wavelengths, B, x,=m (or Ba, x;=m), we make the fol-

lowing modifications to (34)—(39). Let link 5 be in the /th seg-
ment r; of the route r. Then

k
B'r‘f,Xj=m =1_(1_Brl,Xj=m) H (l_Bm) (40)
i=1, 35l

Brc,Xj=m :P(Xr =0 and Xri 2 17

it=1,...,k and X; =m) 41)
Br,Xj=m :Brf,Xj=m + Brc,Xj=m X Bz (42)
k
Bays x,=m =1— (1= Ban, x,=m) || (1-Ba.) 43)
_ i=1, il

Ba,c x;=m = P(X, =0and X, > R,
i=1,...,k and X; = m) (44)
Ba'r,ijm =-Ba"rf,Xj=rn + Ba'rc,Xj=m x B,. (45)
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TABLE 1I
RUNNING TIME FOR EACH STEP IN THE ALGORITHM

Step Description Running time

1 Route traffic O(NZM)

2 Link loads O(EN2MHC)

3 | Path distributions O(N2MHC3)

4 | Conditiona! path O(N2MH?C?)
distributions

5 Wavelength-converter O(N3C)
distributions

6 Wavelength-converted O(NZMH?2C3)
path distributions

7 | Wavelength-converted O(N2MH3CY)
conditional path distributions

IV. SOLUTION APPROACH

The evaluation of the blocking probability in (1) requires the
solution of the system of equations (1)-(45). We utilize an it-
erative relaxation procedure to solve the system of nonlinear
equations.

Initialization: Set path blocking probabilities B, = 0 and
Ba, = 0 for all alternate routes r between all node pairs ¢, 1 <
i < N(N-1).

Iterate:

1) Route traffic: For all routes r, determine V,. and V..

2) Link loads: For all links j, determine v;, x;=m.

¢ Link idle wavelength distribution: For all links j, de-
termine P(X; = m).

3) Wavelength-continuous path-blocking probabilities: For
all r, determine B, and Ba,..

4) Wavelength-continuous conditional path-blocking proba-
bilities: For all r, determine B, x, =, and Ba, x;=m.

5) Wavelength-converter distributions: For each node ¢ with
wavelength converters, determine P(Z; = k).

6) Possibly wavelength-converted path-blocking probabili-
ties: For all r, determine B, and Ba,..

7) Possibly  wavelength-converted conditional path-
blocking probabilities: For all r, determine B, x,—m
and B Qp, X;=m-

8) Iterate k steps until |P* — P(*~1)| < ¢, where P* and
P®=1) are the network-wide blocking probabilities in the
kth and (& — 1)th iterations, respectively.

It is not clear if the system of equations (1)—(45) has an unique
solution, or if the algorithm presented above will converge to a
solution point. However, in practice, we observe that the above
algorithm converges to a solution point for all the representative
networks that we considered, and that the solution is in reason-
ably good agreement with simulation results.

Complexity and Performance

The running times for each step in the above algorithm are
shown in Table II. Here, H is the average hop distance of all
the alternate routes between all node pairs, M is the number of
alternate routes between node pairs, C is the number of wave-
lengths, and F is the number of links. We observe in practice
that the algorithm converges to within an accuracy of € = 1076
in six to ten iterations, for the example network topologies ex-
amined in this work.



RAMAMURTHY AND MUKHERJEE: FIXED-ALTERNATE ROUTING AND WAVELENGTH CONVERSION 359

s

Fig. 6. A fully connected graph of six nodes.

Fig. 7. Network of interconnected rings, typical of a telecommunications
network (wc = wavelength converter, if present).

V. ILLUSTRATIVE NUMERICAL EXAMPLES AND DISCUSSION
A. Network Topologies

We consider three network topologies for all our model and
simulation studies: 1) a fully connected network with six nodes,
2) a network of interconnected rings with 15 nodes, and 3) a
bidirectional ring network with 12 nodes. The three networks
show different levels of connectivity, in terms of average hop
distance, and in terms of the number of paths between node
pairs. These networks were chosen as representing the diver-
sity of topologies from a connectivity standpoint. The intercon-
nected-rings network topology was provided to the authors by
one of their project sponsors as being representative of a typical
telecommunication network.

1) Fully Connected Network: Fig. 6 illustrates a network of
six nodes where each node has a link to every other node. We
assume that wavelength conversion, when present, is present at
all nodes in the network. We study five configurations for al-
ternate routing. The routing table at each node has one, two,
three, four, or five alternate routes to each destination, in each
configuration. We note that the 6-node fully connected network
is 5-edge connected. We will employ the term “complete” net-
work interchangeably with “fully connected” network in the rest
of this work.

2) Interconnected Rings: Fig. 7 illustrates a 15-node net-
work of interconnected rings. We assume that sparse wavelength
conversion, when present, is at nodes 1, 6, 7, and 13, since these
nodes have the maximum “traffic mixing” and can benefit most

Fig. 8. Twelve-node bidirectional ring.

from wavelength conversion [16]. We study three configura-
tions for alternate routing. The routing table at each node has
one, two, or three alternate routes to each destination, in each
configuration. We note that the interconnected rings network is
2-edge connected, i.e., there are at least two edge-disjoint paths
between each node pair, and there is at least one node pair with
exactly two edge-disjoint paths.

3) Bidirectional Ring: Fig. 8 illustrates a 12-node bidirec-
tional ring. We assume that sparse wavelength conversion, when
present, is at nodes 1, 4, 7, and 10. We study two configurations
for alternate routing. In one configuration, the routing table at
each node has at most one alternate route to each destination,
and in the other configuration, the routing table at each node has
two alternate routes to each destination ordered by increasing
hop distance. We note that the bidirectional ring is 2-edge con-
nected, i.e., there are two edge-disjoint paths between each node
pair.

B. Simulation and Mode-l Parameters

We have obtained results for each network with four and
eight wavelengths. For each simulation configuration, five
simulations runs were performed, each with a different seed
for the random-number generator, resulting in a different call
arrival sequence for each run. Each simulation run consisted of
200000 calls. The reported simulation data are within the 95%
confidence interval. We assumed that each node pair is equally
loaded, i.e., the total offered load to the network is equally
divided between all node pairs. Our simulation software was
developed based on the discrete-event simulation method [29].
We utilized the Bellman—Ford algorithm [27], [28] for finding
the shortest-cost path to set up the fixed-alternate routing
tables. For adaptive routing, the simulation software performed
a shortest-cost path computation for each connection setup. We
considered two degrees of sparse wavelength conversion: one
where selected nodes had one wavelength converter each, and
another where the selected nodes had three wavelength con-
verters each. Unless otherwise stated, the simulation and model

studies assume that the wavelength-reservation parameter
R =0

C. Results

‘We present the model and simulation results in two parts.
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Fig.9. Accuracy of the alternate-routing model with no wavelength conversion. (a) 4-wavelength fully connected network. (b) 4-wavelength interconnected rings.
(c) 4-wavelength bidirectional ring.

¢ In the first part, we study the accuracy of different aspects  full wavelength conversion, and “sparse” refers to sparse wave-
of the analytical model by comparing the model results length conversion.
with the corresponding simulation results. We also high-
light some observations regarding alternate routing and D. Model Accuracy
wavelength conversion obtained from the model results. 1) Model Accuracy—Alternate Routing: 1In this subsection,
* In the second part, we examine the simulation results and  we examine the accuracy of the alternate routing model when
draw empirical generalizations and observations on the there is no wavelength conversion. Fig. 9 illustrates the accuracy
behavior of alternate routing and wavelength conversion.  of the model for the 4-wavelength fully connected network, in-
In all the figures, “Model” refers to model results, “Sim” refers  terconnected-rings network, and the bidirectional-ring network
to simulation results, “AR” refers to the number of alternate with no wavelength conversion. Results for the 8-wavelength
routes, “Adaptive” refers to adaptive routing, “FW” refers to networks are similar and hence are not shown here. We ob-
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Fig. 10.  Accuracy of the alternate-routing model with sparse wavelength conversion. (a) 4-wavelength fully connected network. (b) 4-wavelength interconnected

rings. (c) 4-wavelength bidirectional ring,

serve that the model is more accurate for the fully connected
network than the other two networks. This is because 1) the av-
erage hop distance is one in the fully connected network (with
any alternate route, it is at most two hops), whereas for the bidi-
rectional ring, the average hop distance is more than three hops,
and 2) the wavelength-continuous path blocking model is less
accurate for longer paths [19]. We also observe that the model
is more accurate at lower loads. In general, we expect the model
to be more accurate for denser networks and at lower loads. An-
other interesting observation from the model for the fully con-
nected network is that at high loads, the model results indicate

that a fewer number of alternate routes is better! This may be
because, at high loads, alternate routes consume resources that
would otherwise be used by direct routes. At high loads, the
wavelength-reservation parameter R may need to be set appro-
priately to improve blocking performance.

2) Model  Accuracy—Sparse Wavelength ~ Conver-
sion: Fig. 10 illustrates the accuracy of the model for the
4-wavelength fully connected network, interconnected-rings
network, and bidirectional-ring network, with sparse wave-
length conversion. In the sparse wavelength conversion
configuration considered here, the selected nodes (refer to

30
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Fig. 11. Accuracy of the model for the 8-wavelength fully connected network

with two alternate routes, when the wavelength-reservation parameter, 12, takes
on the values 0, 2, 4, and 6.

Section V-A for a specification of the nodes selected for
sparse conversion) in each network were equipped with three
wavelength-conversion units. Results for the 8-wavelength
networks are similar, and hence are not shown here. We observe
that the model is more accurate for the fully connected network
in comparison to the other two networks. We also observe that
the model is more accurate when there is sparse wavelength
conversion than when there is no wavelength conversion. This
is due to the fact the wavelength converters break up long
wavelength-continuous paths, and contribute to ensuring the
“independence” of idle wavelength distributions on adjacent
links. In general, we expect the model to be more accurate for a
network with wavelength conversion than for the same network
without wavelength conversion.

3) Model Accuracy—Wavelength Reservation: Recall that
the wavelength-reservation parameter I indicates the number
of idle wavelengths that are reserved for the direct route, so that
a lightpath on an alternate route can be established only when
there are at least R + 1 available wavelengths on the alternate
route (in the absence of wavelength conversion). Fig. 11 illus-
trates model accuracy for the 8-wavelength fully connected net-
work, with two alternate routes, no wavelength conversion, and
R taking on the values 0, 2, 4, and 6. The results for other net-
works and configurations are similar and hence are not shown
here. We observe that the blocking probability increases with in-
creasing values of R. This is due to the fact that, as we increase
R, we prevent alternate routes from being established. We ex-
pect that, when the traffic pattern is skewed, or at heavy loads,
it may be beneficial to set the wavelength-reservation parameter
to nonzero values. :

4) Model Accuracy—Link Utilization: In the model, the net-
work-wide average link utilization is computed from (25). In the
simulation, we compute the average link utilization as follows:
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TABLE 1II
PERCENTAGE GAIN IN BLOCKING PROBABILITY FOR FULL AND SPARSE
WAVELENGTH CONVERSION AVERAGED OVER A RANGE OF LOADS
FOR DIFFERENT NUMBERS OF ALTERNATE ROUTES

Network Full Sparse
(4,8) wavelengths | (4,8) wavelengths

Fully connected

1 route - -

2 routes 16,19 10,11

3 routes 32,29 24,21

4 routes 41,30 29,23

5 routes 60,33 36,26

Interconnected rings

1 route 37,46 25,21

2 routes 60,74 34,24

3 routes 58,72 31,23
Bidirectional ring

1 route 44,72 26,48

2 routes 66,91 41,50

TABLE 1V

PERCENTAGE GAIN IN BLOCKING PROBABILITY OBTAINED BY ADDING
AN ALTERNATE ROUTE, AVERAGED OVER A RANGE OF LOADS

Network No conversion | Full conversion
(4,8) (4.8)
Fully connected
15 2 74,80 79,86
2 3 70,72 76,79
3— 4 64,66 68,73
455 51,52 55,52
5— adaptive 54,53 54,51
Interconnected rings

1—» 2 77,83 86,93
2 3 40,36 28,35
3— adaptive 60,65 50,41

Bidirectional ring
1 2 94,96 97,99

for each link, we compute its utilization as the time average of
the number of wavelengths used on that link; the network-wide
link utilization is the average value of link utilizations over all
the links in the network.

Fig. 12 illustrates the model accuracy for the 8-wavelength
fully connected network, interconnected-rings network, and the
bidirectional-ring network, with no wavelength conversion. The
results for 4-wavelengths are similar and hence are not shown
here. We observe that the model is accurate at low loads and
tends to diverge from the simulation at high loads, because the
blocking probability model for a wavelength-continuous path is
less accurate at higher loads.

5) Model Observations: In this subsection, we highlight
some observations from the results of the model. Fig. 13 illus-
trates the model results for the 4-wavelength fully connected
network, interconnected rings, and bidirectional - ring. We
observe the following interesting result for all networks: at low
loads, the blocking probability with two alternate routes and no
wavelength conversion is better than the blocking probability
with one alternate route and full wavelength conversion.
Furthermore, for the fully connected network, we observe that
at low loads, and when the number of alternate routes is 1, 2,
or 3, the benefits in blocking probability obtained by adding an
alternate route is better than the benefit obtained by adding full
wavelength conversion. In general, we expect that, at low loads
and when the number of alternate routes between node pairs
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Fig. 12.  Accuracy of the model’s average link utilization. (a) 8-wavelength fully connected network. (b) 8-wavelength interconnected rings. (c) 8-wavelength

bidirectional ring.

does not fully exploit the connectivity of the network topology
(i.e., the number of alternate routes between node pairs is
less than the edge connectivity of the network), the benefits
in blocking probability obtained by adding an alternate route
(and therefore exploiting more link-disjoint paths) may be
significantly more than the benefits obtained by adding (any
degree of) wavelength conversion. In the following subsection,
we confirm these model observations by comparing them with
the corresponding simulation results.

E. Observations From the Simulation

In this section, we examine the simulation results for the
three representative networks. From the simulation results, we
make general empirical observations and validate the observa-
tions highlighted in Section V-D-5.

Fig. 14(a) plots the simulation results for the fully connected
network with four wavelengths. We observe the following: with
any number of alternate routes, i.e., with 1, 2, 3, or 4 alternate

70
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Fig. 13. Model results. (a) 4-wavelength fully connected network. (b) 4-wavelength interconnected rings. (c) 4-wavelength bidirectional ring.

routes, and at low loads, adding an alternate route improves the
blocking probability more than adding full wavelength conver-
sion. Further, we observe that, at low loads, the blocking perfor-
mance of the network with fixed-alternate routing approaches
that of adaptive routing as we increase the number of alternate
routes.

Fig. 14(b) plots the simulation results for the intercon-
nected-rings network with four wavelengths. We observe
that the blocking probability of the network with two al-
ternate routes and no wavelength conversion is better than
that with one alternate route and full wavelength conver-
sion at low loads. However, we also observe that, at low

loads, the blocking probability of the network with two
alternate routes and sparse wavelength conversion is better
than the blocking probability with three alternate routes and
no wavelength conversion. This is because, with one alter-
nate route, the network is underutilized since the network
is 2-edge connected. When the number of alternate routes
equal the edge connectivity of the network, i.e., equals two,
adding another alternate route does not improve the blocking
probability as much as adding wavelength conversion (since
the added alternate routes share links with existing alternate
routes for some node pairs). We observe that, at low loads,
the blocking performance of the network with fixed-alternate
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Fig. 14.  Simulation results. (a) 4-wavelength fully connected network. (b) 4-wavelength interconnected rings. (c) 4-wavelength bidirectional ring.

routing approaches that of adaptive routing as we increase
the number of alternate routes.

Fig. 14(c) plots the simulation results for the bidirec-
tional-ring network with four wavelengths. We observe that the
blocking performance with two alternate routes is significantly
better than that with one alternate route. In particular, the
blocking probability of the network with two alternate routes
and no wavelength conversion is better than that with one
alternate route and full wavelength conversion at low loads.

The benefits of sparse and full wavelength conversion when
the network has a certain number of alternate routes is illus-
trated in Table III. The percentage gain in blocking probability
with wavelength conversion is the average value of the blocking
probability gain over a range of loads. In sparse wavelength con-
version, the selected nodes (refer to Section V-A for a specifi-
cation of the nodes selected for sparse conversion) in each net-
work were equipped with one wavelength-converter unit. We
observe the following for all networks: 1) the benefits of wave-
length conversion increases with number of alternate routes and
2) a large proportion of the gain in blocking probability with
full wavelength conversion is obtained with sparse wavelength
conversion.

Link utilization Vsload (complete)
T

8 T T T T T T

Link utilization
~
T

im, FW
Sun; AR=4, W -
Sim! AR=5, F —

40 60 80 100 120 140 160 180 200
load

Fig. 15. Average link utilization in the 8-wavelength fully connected network.

The benefits of adding an alternate route when the network
has a certain number of alternate routes between node pairs is
illustrated in Table IV, when the network has no wavelength con-
version, and when the network has full wavelength conversion.
We observe that the percentage gain in blocking probability by
adding an alternate route decreases as we increase the number
of alternate routes.

1) Link Utilization: Fig. 15 plots the average link utilization
against the total offered load to the network, for the 8-wave-

30
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Fig. 16. Blocking probability versus minimum hop distance for the
4-wavelength interconnected-rings network when total network load is
15 Erlangs.

length fully connected network. We observe that the average
link utilization increases with the number of alternate routes,
and that the improvement in average link utilization is more at
higher loads. :

2) Fairness: Fig. 16 plots the average blocking probability
against the number of hops (for the shortest-hop path) for the
4-wavelength, interconnected-rings network, when the total of-
fered load to the network is 15 Erlangs. The blocking proba-
bility for a certain number of hops, h, 1 < h < 5, is obtained
by averaging the blocking probabilities of all node pairs whose
shortest-hop-path distance is . We observe that increasing the
number of alternate routes improves fairness.

VI. CONCLUSION

This paper proposes an analytical model to analyze the
performance parameters (such as blocking probability) of an
optical network. This model incorporates a novel analysis of
fixed-alternate routing in a wavelength-routed optical network
that incorporates sparse wavelength conversion. Our results
indicate that the model gives reasonably good estimates of
network performance parameters including the blocking proba-
bility and the average link utilization. We found that the model
is more accurate for denser network topologies and at lower
loads. The model correctly (as corroborated by simulations)
predicts that at high loads, alternate routing actually increases
the blocking probability of the network. The model can be
applied as a subroutine for use in iterative network design
and optimization procedures, and to make empirical observa-
tions on the blocking performance of network topologies and
configurations. Three representative network topologies were
considered for the model and simulation studies. We found
that, at low loads, and when the number of alternate routes
between node pairs does not fully exploit the connectivity of the
network topology (i.e., the number of alternate routes between
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node pairs is less than the edge connectivity of the network),
the benefits in blocking probability obtained by adding an
alternate route (and therefore exploiting more link-disjoint
paths) is more than the benefits obtained by adding wavelength
conversion. For our example networks, we found that the
blocking performance of fixed-alternate routing approaches
that of adaptive-shortest-cost path routing with increasing
number of alternate routes.
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